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A technique is developed for systematically deriving a "prolongation structure"-a set of interrelated 
potentials and pseudopotentials-for nonlinear partial differential equations in two independent 
variables. When this is applied to the Korteweg--<ie Vries equation, a new infinite set of conserved 
quantities is obtained. Known solution techniques are shown to result from the discovery of such a 
structure: related partial differential equations for the potential functions, linear "inverse scattering" 
equations for auxiliary functions, Backlund transformations. Generalizations of these techniques will 
result from the use of irreducible matrix representations of the prolongation structure. 

I. INTRODUCTION 

The simplest nonlinear evolution equations having soli­
tary wave solutions (solitons) are known to possess an 
infinite set of conservation laws. 1-3 It is a natural ex­
pectation that the existence of infinitely many conserved 
quantities is probably intimately connected with the soli­
ton phenomenon, 3-5 but the precise relationship is still 
unclear. The differential and integral conservation laws 
(as distinct from "constants of the motion") which have 
been considered heretofore are constructed from the in­
dependent and dependent variables of the evolution equa­
tion plus successively higher partial derivatives of the 
dependent variables. 1-3 

An entirely different set of conservation laws can be 
developed from the hierarchy of potentials and pseudo­
potentials connected with the original equation. In a 
sense these laws proceed in the opposite direction, de­
pending on successively higher integrals of the original, 
or primitive, variables. We use the term "potential" to 
denote an integral variable which can be defined by a 
quadrature over lower variables. The term "pseudo­
potential" refers to an integral variable which is defined 
by an integrable set of first-order differential equations 
(more precisely, by a Pfaffian I-form), the solution to 
which cannot be written in terms of a quadrature. 

When pseudopotentials are included, this set of con­
servation laws, too, appears to be infinite. It also ap­
pears to be much more closely related to useful solution 
techniques for the evolution equations. As we show for 
the Korteweg-de Vries (KdV) equation in Sec. VI (and 
for the nonlinear Schrodinger equation in a separate 
paper6), these conservation laws lead directly to the 
soliton solutions, 3-5 to the Backlund transformation3,5,7 

between solutions, and to the linear equations used in the 
inverse scattering approach to the initial value 
problem. 2-4," 

The equations which ultimately define these conserva­
tion laws can be expressed in terms of an algebraic Lie 
structure which we have called the prolongation struc­
ture of the equation. Subsets of this structure form fin­
ite Lie algebras, whereas the entire structure appears 
to be open-ended, leading to an infinity of higher con­
servation laws. If the structure be closed arbitrarily, it 
then becomes a finite Lie algebra (as shown here, Sec. 
V, for the KdV equation). The structure constants of the 
resulting algebra can be identified with the eigenvalue 
parameter of the well known linear operator associated 
with the KdV equation. 4 

Journal of Mathematical Physics, Vol. 16, No.1, January 1975 

We have not yet had time to investigate these prolong­
ation structures as abstract algebraic entities, nor to 
determine their general properties: finiteness, degener­
acy, invariant substructures, etc. We believe, however, 
that these general properties must contain important 
clues toward answering the fundamental questions about 
the existence of solitons and Backlund transformations, 
the applicability of inverse scattering approaches to the 
initial value problem, and the possibility of linearization 
transformations. From the point of view of the prolong­
ation structure, many of these techniques seem to de­
pend on the existence of a pseudopotential for the given 
evolution equation. As will be brought out in Sec. IV, 
pseudopotentials are connected with the non-Abelian cha­
racter of the prolongation structure, although the rela­
tionship is not entirely clear. We speculate that this 
basic property, among others, will be highly significant 
for a general analysis of nonlinear evolution equations. 

As the best known equation exhibiting all these phe­
nomena, the KdV equation provides an excellent proto­
type upon which to exercise and illustrate any new de­
velopment. Accordingly, the present paper is concerned 
with obtaining the prolongation structure of the KdV equa­
tion, and illustrating its relation to the many known tech­
niques for treating this equation. Since the analYSis is 
performed in the perhaps unfamiliar language of Car­
tan's exterior differential forms, 9,10 Secs. II and III 
provide a brief introduction, defining the notation and 
setting up the KdV equation in terms of differential 
forms. While we do not emphasize the geometrical in­
terpretation of our analysis (which is so well expressed 
by the differential form language), even analytically this 
notation is unquestionably superior for any treatment of 
conservation laws and integrability conditions. Finally, 
it is clear that there are many places in the analysis of 
this paper where further work needs to be done-some­
times just to settle a minor difficulty, but also to carry 
out major extensions. 

II. THE KORTEWEG-DE VRIES EQUATION 

Using subscripts to denote partial derivatives, we may 
write the KdV equation as 

(1) 

The constant multiplying the nonlinear term can be ad­
justed by scaling u, and the value 12 has been chosen 
here for convenience. In order to express this equation 
in differential forms, we define the variables 
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z=u~, p=zx=uxx , (2) 

whereupon Eq. (1) may be written as the first-order 
equation 

u t + Px + I2uz = O. (3) 

In the five-dimensional space of all these dependent 
and independent variables {x, t, u, z, p}, we adopt the ba­
sis forms {dx, dt, du, dz, dp}. The set of first-order equa­
tions in Eqs. (2) and (3) may then be expressed by the 
following set of second-rank differential forms (2-
forms): 

(lI1 =dul\ dt -zdxl\dt, 

(liz =dzl\ dt - Pdxl\ dt, 

01 3 = - dul\ dx + dp I\dt + 12 uzdx I\dt, 

where d denotes the exterior derivative and 1\ denotes 
the exterior product (antisymmetric tensor product). 9 

Any regular two-dimensional solution manifold in the 
five-dimensional space, S2 = {u(x, t), U x = z(x, t), Zx 

(4) 

=p(x, tn, satisfying Eq. (1) will annul this set of forms, 
as may be verified by sectioning the forms into the solu­
tion manifold. 10 On S2 we will have 

( 5) 

and similarly for z and p, so that by virtue of the anti­
symmetry of exterior multiplication, for example, 
dul\ dt =urdxl\ dt. Thus, the forms become 

al = (ux - z)dxl\ dt = 0, 

az=(zx-p)dxl\dt=O, (6) 

~3 =(u t + Px + I2uz)dxi\dt =0, 

where the sectioned forms are denoted by a tilda. 

In order to assert complete equivalence between the 
forms and the differential equations, the set of forms 
must be "closed"; i. e., the exterior derivatives of all 
the forms must be contained in the ring of forms gener­
ated by the set, 

3 

dOli =L Tljil\ OI j , (7) 
j;1 

where Tlj; is some set of I-forms. This is equivalent to 
ensuring that all integrability conditions of the set of 
first-order equations in Eq. (2) and Eq. (3) are satis­
fied. In the present case, we find 

d(ll1 = - dz I\dx 1\ dt = dx 1\ (lI2' 

d0l 2 = dX/\(lI3' 

d(ll3=-I2dxl\(zCt'1 +UOl z). 

(8) 

Thus, the set of forms, Eq. (4), constitutes a closed 
ideal of differential forms and Cartan' s theorylo of such 
systems may be applied. In a closed ideal any local sur­
face element which annuls the OI i also annuls their ex­
terior derivatives dCt'i' Cartan' s theorem guarantees 
that these surface elements will "fit" together to produce 
a global 2-surface which constitutes a solution manifold 
for the forms. 

III. CONSERVATION LAWS AND POTENTIALS 

Conservation laws associated with the KdV equation 
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correspond to the existence of exact 2-forms contained 
in the ring of the (lIi' Let us suppose that we can find a 
set of functions, f/(x, t,u,z,p), such that the 2-form 

(9) 

satisfies df3 = 0, the condition for exactness. This is the 
integrability condition for the existence of a I-form, say 
w, such that 

f3=dw, (10) 

which conversely implies, d(3 = 0, by the usual identity 
for the double exterior derivative of any differential 
form, d(dw)=0.9 

For example, we consider 

f3 = - 01 3 - 12u0l1, (11) 

and calculate its exterior derivative 

d{3 = - d0l 3 - 12 du A Oil - 12 UdOi l =0. (12) 

SUbstituting the forms from Eq. (4) and Eq. (8) verifies 
that this vanishes identically, as shown. We find then 
in accordance with Eq. (10) that f3 can be derived from 
the I-form 

w =udx - (p + 6u2 ) dt. ( 13) 

The associated conservation law results from an ap­
plication of stokes' theorem9 ,l0 

(14) 

written for any simply-connected two-dimensional mani­
fold M2 with closed one-dimensional boundary M I , and 
the notation implies that wand dw are to be evaluated on 
their respective manifolds. If for M2 we choose a solu­
tion manifold S2 which annuls the 0';, we will have from 
Eq. (11) 

dw =f3 =0, ( 15) 

giving 

(16) 

where S1 is any closed curve in 52' For appropriate 
asymptotic boundary conditions (u, z, p - 0, Ix 1- 00), S1 
can be chosen in the usual way to exhibit the conserved 
quantity 

WO= .Cu(x, t)dx. (17) 

Returning to Eq. (13), we can of course add to this w 
any exact I-form (say dw, where w is an arbitrary sca­
lar function), and so take instead 

w = dw + udx - (p + 6 u2
) dt, (18) 

still having f3 = dw. It is now convenient to regard w sim­
ply as a coordinate in an extended six-dimensional space 
of variables {x, t, u, z,P, w} and to add the I-form w to 
our original set of forms. Since dw is known to be in the 
ring of the original set, the new set of forms remains a 
closed ideal. We shall refer to this process of inventing 
new variables and larger closed ideals (existing in high­
er dimenSional spaces), as "prolongation" of the origi­
nal set. 10 
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A two-dimensional solution manifold 52 in this larger 
space will be required to annul all the forms of the pro­
longed ideal. Upon sectioning into 52' where dw =w;cdx 
+wtdt, we have 

w=(wx+u)dx"+(wt-p-6u2)dt=0. (19) 

Thus, w(x, t) now appears as a potential function for u, 
defined by the first-order equations 

u= -w x ' 

p+6u2 =w t • 

or, equivalently, by the quadrature 

w(x. t) = - Fu(x', t) dx'. 

(20) 

(21) 

(22) 

The cross-derivative integrability condition wxt=w Ix 
(which requires u to satisfy the KdV equation) simply re­
states the content of Eq. (11) showing dw in the ring of 
the original set of forms QI i which represent the KdV 
equation. Eliminating u and p between Eq. (20) and Eq. 
(21), we find that W itself satisfies the equation 

W t + IV xxx - 6w; = 0, (23) 

and so have discovered another nonlinear partial differ­
ential equation closely related to the KdV equation. 

IV. MULTIPLE PROLONGATION AND 
PSEUDOPOTENTIALS 

It may be possible to find several different I-forms 
(Pfaffians) having a structure similar to w; i. e .. 

wk = dv k + P(x, t. u, z, p) dx + Gk(X, t, U, z, p) dl, (24) 

the exterior derivatives of which are in the ring of the 
initial set of forms 

3 

dW k = B fk iQl i' (25) 
i::-l 

where fk; is some set of scalar functions. This last equa­
tion in fact provides the most convenient method to 
search for such Pfaffians. Expanding it, we have 

or 

3 

dpkA dx + dG" A dl =0.f;Qli' 
i=l 

(26) 

(27) 

where z" = {x, I, If. Z, p} is the set of arguments of pk and 
Gk

• Setting to zero the coefficients of the various inde­
pendent 2-forms in this equation, we obtain a highly 
overdetermined set of coupled linear first-order equa­
tions for pk and GR. Each independent solution deter­
mines a Pfaffian form wk ' and each such form leads to 
an associated conservation law. defines a new potential 
function yk. and permits a corresponding prolongation. 

We may consider two immediate generalizations of the 
process. Firstly. prolongation may be thought of as a 
sequential process. In the last section, for example, we 
achieved a first prolongation of the set of forms using 
the potential w. At the next step we might consider 
Pfaffians dependent on all six variables including w. 
Thus, we would search for I-forms as in Eq. (24), but 
with pk and Gk depending on w as well, and require clo­
sure in the first-prolonged ideal of forms by 
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3 

dW k ='0 f'jQl j + 1)k Aw, 
i=l 

(28) 

where 1)" is some I-form. If new Pfaffians result, the 
ideal could be further prolonged and then the entire pro­
cess repeated. This generalization is not empty, and in 
fact does lead to new and interesting Pfaffians. 

But this suggests a further generalization in which we 
allow Pk(Z",yi) and Gk(zu,yi) from the start to depend 
on all variables, the primitive set ZLL = {x, t, u, z, p}, and 
any set of prolongation variables y j. The closure equa­
tion will read 

3 n 

dW k - Bf'iQl; - 61): Aw; = 0, (29) 
i~l i~l 

where n is the number of prolongation variables to be 
included and 1)~ is some set of I-forms. This equation 
can be treated in exactly the same manner as Eq. (25), 
and again results in an overdetermined set of partial 
differential equations for pk and G\ which, however, 
are no longer strictly linear, since terms of the form 

'0 Ic; oP~ _ pi OGk)dX Adt 
i \ oy' oy; 

(30) 

will now occur. This nonlinearity is the price we must 
pay to avoid a tedious sequential process in solving for 
many of the interesting Pfaffians (those which them­
selves depend on prolongation variables). Fortunately, 
the nonlinear terms always have the simple "commuta­
tor" form, as shown by Eq. (30), and in fact lead to an 
elegant algebraic structure which is always "solvable" 
in principle, 

One further consequence of this last generalization 
should be noted. In the previously considered sequential 
case, the functions pk and C k do not depend on the new­
est prolongation variable yk itself. It is then appropriate 
to call the new variable (w, for instance) a "potential." 
Now, however, we may find Pfaffians in which pk and Gk 

do depend on y", and we shall refer to this type of pro­
longation variable as a "pseudopotential." The nonlinear 
terms of the closure equations are clearly essential for 
these variables, and pseudopotentials cannot be found by 
the sequential process using linear equations. As stated 
in the Introduction, the existence of pseudopotentials ap­
pears to be the key to Backlund transformations, inverse 
scattering equations, and solution generation techniques. 

V. PROLONGATION STRUCTURE OF THE KdV 
EQUATION 

The following treatment of the KdV equation is re­
stricted in that we do not allow pk and Gk to be explicit 
functions of the independent variables x and t. The pri­
mary reason for this is SimpliCity, but it seems plausi­
ble that it is not overly restrictive since the KdV equa­
tion itself has no explicit (x, t) dependence. Nevertheless, 
this is one of the loose ends mentioned in the Introduc­
tion, and it remains to be verified that nothing essential 
is missed by this Simplification. 

When Eq. (29) is written out in detail, the following 
set of partial differential equations for Pk(U. Z, P. yi) and 
Gk(U,Z.p,yi) is obtained: 

P~~=O. P~p=O, P~u+G~p=O, 
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where the comma notation for partial derivatives has 
been used and the summation convention for repeated 
indices. The integrability conditions found by taking 
further partial derivatives of these equations with re­
spect to the primitive variables (u, z,p) can be integrat­
ed to show that Fk and Gk may be expressed as 

Fk = 2Xf + 2u.X~ + 3U2X~, 

Gk = _ 2(P + 6u2 )X; + 3(Z2 _ 8u3 - 2up)X~ (32) 

+ ax~ + 8uX~ + 4u2X: + 4zX~, 

where the integration functions X!,(yi) (m = 1, ... ,7) de­
pend only on prolongation variables. All dependence of 
FR, G k on the primitive variables is thereby explicitly 
determined, and the expressions do not depend on the 
number n of prolongation variables assumed. 

With this result Eq. (31) splits up into a set of equa­
tions for the X~(yi). For example, one of these equa­
tions is 

(33) 

All the remaining equations have this commutator struc­
ture of the derivative operators and can be concisely ex­
pressed by using the Lie derivative, or Lie product, 
notation9 

x'" 
where in components 

[Xm ,X/]k=X;"x7. y i -X/X~.yi' 

Thus, Eq. (33) can be written 

[Xl ,X2 ]= -X7 • 

(34) 

(35) 

(36) 

Henceforth we shall omit the arrow over vectors. In this 
notation the entire set of equations which result from Eq, 
(31) for the X~ is 

[X 1 .X3 J = \xz ,x3 1= [Xl'X4 ]= [X 2 , xsl = 0, 

[Xl'X2 ]=-X7 , [XI,X7]=X 5 , [X Z ,X7 ]=XS' (37) 

[Xl' XsJ + [X2 , X 4 ] = o. [x3,x41 + [Xl' x61 + X7 = O. 

A number of further relations can be derived by oper­
ating on these equations with the Xm to form new Lie 
products and then using the Jacobi identity. For in­
stance, it is quickly found that X3 must commute with 
all vectors except X 4 ; and also 

(38) 

Algebraically, this structure clearly comes close to de­
fining a Lie algebra. In fact, several subsets of these 
generators do constitute finite Lie algebras: for exam­
pIe, the set {X2' X 3 , X 6 , X 7}. 

Defining new generators X8 and Xg by 

(39) 

allows us to split up the last two relations between com­
mutators in Eq. (37). Further operations will give new 
algebraic relations between the unknown commutators, 
and solve for some of them, but do not permit the expli-
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cit determination of all commutators. In fact, the pro­
cess is apparently open-ended; the whole structure does 
not appear to close itself off into a unique Lie algebra 
with any finite number of generators, although we have 
no proof of this either way_ An open structure would im­
ply the existence of an infinite number of possible pro­
longation variables and associated conservation laws. 
For the KdV equation, such a result is perhaps not sur­
prising. It must be noted though that these conservation 
laws will not involve explicit (x, l) dependence, nor de­
pendence on derivatives of u higher than p "" ux<' This is 
not the same infinite collection of conservation laws ob­
tained in Ref. 1. 

While a detailed investigation of this algebraic pro­
longation structure remains to be carried out, many in­
teresting results can be immediately obtained from it. 
One approach is to force closure by arbitrarily imposing 
linear dependence among the generators at some level. 
Specifically, for instance, if we postUlate 

B 

Xg=6C~m' (40) 
m=l 

where the C m are constants, and demand that the first 
eight generators be linearly independent, we find that 
the equations require 

Cm=O (m*7,8), C7 =-CB =\, 

where \ is any constant. When all the equations are con­
sidered, we finally obtain the eight-parameter Lie alge­
bra described by the relations 

[Xz,x 51=-xg/\, [X 4 ,X7 ]=-\X,. 

[X2,X7 ]=X S' [X 5,XSJ=X g/\, 

[XI,XZJ = -X 7 , 

[Xl' X51 =X g , 

[XI,XSJ = -Xg/\, 

[X I 'X7 )=X5 ' 

[X 3 , x4 J = - X 8 ' [X 5 , x7 1 = - X5 - \X 6 ' 

lx4 ,X5 ]=-\Xg , [x s,x71=xG, 

~'(2' x 4 J = - X g , 

(41 ) 

and all other commutators vanish. The element Xg is 
used simply as an abbreviatlon. and is not a generator 
of the algebra. Note that the generator X8 commutes with 
all others. 

It is not difficult to obtain an eight-dimensional reali­
zation of this algebra. Let basiS vectors be defined by 

a 
bk=ayk (k=1, ... ,8), ( 42) 

where yk is a set of coordinates in the space of prolong­
ation variables. A nondegenerate representation of the 
generators then is 

Xl = 1[b1 + exp( 2Y3)b2 + Yab3 + y7 b5 + (Ya2 
- \)bsJ, 

X 2 = t\b7 + 2b 8 1. 
X3 = tb 6 , 

X 4 = - t\ [b i + exp(2Y3)b2 + Y8 b3 - b4 

+ (3/2\)Y sb5 + (Ya2 
- \)bs], 

X5 = - t[exp(2y 3 )b2 + Yab3 + (Ya2 + \)b 8 1, 
Xs = ba• 

X 7 = t[b3 + tb e + 2Y8bBl. 
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Xs= tb s• 

Using these results in Eq. (32) to write out explicitly 
the eight Pfaffian forms 

(44) 

which correspond to the components of these vectors, 
we have 

WI =dYI + dx - 4>edt, 

w2 = dY2 + exp(2y 3 ) dx - 4 exp(2y3)(u +:\.) dt, 

W3 = dY3 + Ys dx + [2z - 4y s(U + >e)] dt, 

W 4 = dy 4 + 4>e dt. 

ws=dYS+Y7dx+(z-6Y6)dt, (45) 

W6 = dY 6 + u2 dx + (Z2 - 8u3 - 2up) dt, 

w7=dY7 +udx- (p + 6u2)dt, 

Ws = dys + (2u + Ys2 - \) dx - 4[(u + \)(2u + Ys2 - \) 

+ ~p - zY s] dt. 

Of these, WI and w4 are trivial; W6 and w7 define known 
potentials and conservation laws for the KdV equation 
which involve only the primitive variables, 1 and we see 
that Y7=W, the potential discussed in Sec. III. The poten­
tial Ys could have been obtained by the linear sequential 
process, whereas w2 and W3 give potentials which re­
quire discovery of the single pseudopotential Ys' As an 
example of closure for these Pfaffians, we calculate 

dw s = - 4( 4u + Y8 2 + >e)Ql1 + 4YSQl 2 - 2Q1 3 

- 2{ys dx + [2z - 4(u + \)Ysl dt} 1\ ws, (46) 

verifying that Ws is closed in the prolonged ideal of 
forms, {QI i' w k}· 

VI. SOLUTION TECHNIQUES 

The prolongation structure can be shown to lead quite 
directly to the equations which have been used in a vari­
ety of methods for obtaining analytical solutions to the 
KdV equation. It also serves to relate the KdV equation 
to a number of other nonlinear equations, such as that 
satisfied by Y7 =w, Eq. (23). Additional related equa­
tions derivable from the Pfaffians of Eq. (45) are 

Vt+1'xrx-2v/+6>evx=0 (v=Y 3), 

Y t + Yxxx - 6y2yx + 6>ey x =, 0 (y = Ys). (47) 

The second of these is essentially the modified KdV 
equation. Miura's discovery that this equation is trans­
formable to KdV was one of the earliest results used in 
the analytical treatment of solitons. 11 

We shall now briefly review the relationship of the 
prolongation structure to the known solution methods for 
the KdV equation. The most significant Pfaffian of the 
set in Eq. (45) is wS' defining the pseudopotential Ys for 
which we henceforth use the symbol y. On a solution 
manifold of the prolonged ideal, we will have from 
w8 =0 

Y,=-(2u+y2->e), 

y t = 4[(u + \ )(2u + y2 - >e) + tp - zy]. ( 48) 

The first of these is a Riccati equation linearizable by 
the substitution 
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(49) 

giving 

1/Jxx+(2u-\)1j;=0. (50) 

Analysis of this Schrodinger equation has uncovered the 
beauty of the solitary wave solutions of the KdV equa­
tion. 2 - 4 Note that the arbitrary parameter \, which ap­
pears in Eq. (50) as an eigenvalue when the usual as­
ymptotic boundary conditions are imposed, first ap­
peared in the prolongation structure as a structure con­
stant of the Lie algebra. This demonstrates the direct 
relationship between these eigenvalue "constants of the 
motion" and the set of differential conservation laws. 

The equations of another method can be derived by 
combining Wg and w3 • From the Pfaffian form W3 we have 

(51) 

Considering Eq. (49) and the Pfaffian w2 ' this suggests 
making the logarithmiC variable substitution 

Y3 = -lnl/!, ( 52) 

together with <p = 7j;x' so that Eq. (49) becomes 

Y=¢/I/J· ( 53) 

If we define a new pair of Pfaffians in the ring of W3 and 
Ws by 

w9"'I/!WS-¢ws 

(54) 

and express them in the variables <p and I/!, we find 

W9= d<p + (2u ->e)1/! dx 

+{2z<p -[4(u+>e)(2u -X)+2p]1/J}dt, 

w1o=dl/! - 1> dx -[2zl/! -4(u+X)1>] dt. 

(55) 

These are linear in <p and I/! and constitute the Pfaffian 
differential form representation of the first-order in­
verse scattering equations. Both Eqs. (50) and (55) have 
been used to develop linear techniques for solving the 
initial value problem for the KdV equation. 3,8 

Another technique for generating analytic solutions 
can be deduced from the prolongation structure. Suppose 
that one particular solution of the prolonged ideal {a p 

wJ is known. We may inquire whether another solution, 
say u', of the KdV equation can be written as an alge­
braic function of all the variables in the space of the 
prolonged ideal; Le., u'=u'(u,Z,p,yi). The answer can 
be found by substituting this ansatz into the set of forms 

aI' = du' 1\ dt - z' dx 1\ dt, 

a 2 '=dz'!\ dt-p'dxl\dt, 

as'= -du' A dx+ dp'A dt+ 12u'z' dxA dt, (56) 

and, as usual, demanding that these be in the ring of the 
prolonged ideal. 

After a tedious but straightforward calculation, the re­
sult is that 

u'= -u _y2+X (57) 

is always another solution. 

Since u = 0 satisfies KdV, uo' = - y2 + X must also be a 
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solution. From Eq. (48) for this case 

yx=_(y2_X), 

Yt=4X(y2 -X)= -4xy" 

the regular integral of these being 

y = X 112 tanh[x1 12(x -xo - 4xt)L 

The result for uo' is the regular 1-soliton solution, 

(58) 

(59) 

An equation like Eq. (57) is clearly equivalent in gen­
eral to a B·acklund transformation. Simply solving for y 
and substituting into Eq. (48) will produce the usual form 
of the Backlund transformation. In fact, for the KdV 
equation,12 it is simpler to use the potential function w. 
To see this, we use the Pfaffian w7 to get 

U==-Y7,X==-UJ X ' (60) 

so that Eq. (57) can be written 

(61) 

where we have used Eq. (48) to write the second equal­
ity. Integrating and absorbing the integration constant 
in the potentials, we have 

y=w -w', (62) 

so that Eq. (57) can finally be written as 

(63) 

With X = k 2
, this is precisely the space part of the Back­

lund transformation presented in Ref, 12, By using Eq. 
(57) and Eq. (62), the Yt equation in Eq. (48) can also 
be rewritten to give 

wt' + w t =4(11,2 + u'u + u2
) + 2(w' - w)(z' - z), (64) 

which expresses the other half of the Backlund trans­
formation of Ref. 12 in a symmetric form. 

An extension of the solution generating technique lead­
ing to Eq. (57) can be used to derive directly the hier­
archy of solutions which are known to result from re­
cursive application of the Backlund transformation. So 
far we have treated the Pfaffian Ws as a single 1-form, 
but we can also consider it to represent a 1-parameter 
infinity of independent Pfaffians, parametrized by \, 
That is, for any given solution {u, z, p} of the KdV equa­
tion, we defines a 1-parameter family of pseudopoten­
tials, y(x, t,X), which are linearly independent functions. 
This suggests that we attempt to find more general solu­
tions than Eq. (57) by entering the forms of Eq, (56) 
with the ansaiz 

(65) 

for example. Another tedious calculation (we certainly 
suspect there must be a neater way to obtain these re­
sults) shows that 

,_ + (X 2 -X1 )[y2(X 2 ) -X2 _y2(X 1 ) +X 1 ] (66) 
II _II [,V(X

2
) -y(X1)]2 

is indeed always another solution, Since we know from 
Eq, (57) that 

(67) 

are solutions, we can eliminate the y' s from Eq, (66) to 
obtain the superposition prinCiple, or recursion relation, 
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. (68) 
whlch can then be used to generate the Backlund hierar-
chy, Again, one has much simpler expressions if this 
analysis is carried out for the potential w as in Ref, 12, 
and we shall not pursue it further here, 

VII. CONCLUSION 
The formulation of nonlinear evolution equations in 

terms of ideals of differential forms leads in a very 
clear fashion to the derivation of potential functions and 
conservation theorems. The natural and important gen­
eralization to pseudopotential functions results in 
discovery of new conservation theorems; and even more 
importantly, pseudopotentials appear to be the unifying 
concept for understanding the relations between diverse 
known solution techniques (Backlund transformation, as­
sociated inverse scattering problems). The discussion 
here has been made concrete by reference throughout to 
the treatment of the Korteweg-de Vries equation., 

The systematic search for the pseudopotentials of a 
closed set of forms leads to consideration of an associ­
ated overdetermined set of first-order nonlinear partial 
differential equations which we denote a prolongation 
structure. The prolongation structure is integrable pre­
cisely because it has the form of (a subset of) the com­
mutation relations of a Lie group. We have not in the 
present paper been able to exploit some of the deeper 
known results for Lie groups systematically, but it 
seems clear that extremely powerful mathematical tech­
niques are now at hand. For example, the search for 
linear, or matrix, representations of the group (or 
structure) can be undertaken in a completely algonth­
mic way, This results in representations of the vector 
generators of the formXi=aijkyia/2yk, where the a ijk 
are constants; and the pseudopotentials yk thus found 
will enter the prolongation forms W linearly. The vari­
ables ¢ and </J and forms Wg and w10 of Eq. (55) thus are 
seen to belong to a two-dimensional matrix representa­
tion of the prolongation structure for the KdV equation, 
Eq. (37). 

The inverse scattering technique has been shown to 
provide a linear method of solving the initial value prob-
1em for many nonlinear evolution equations. One of the 
primary obstacles to extending the method is the discov­
ery of the appropriate linear equations or operators. 
The search for linear representations of the prolongation 
structure would appear to provide a straightforward ap­
proach to this problem which does not require ad hoc 
restrictions. It also suggests generalizations; for in­
stance, an intriguing possible generalization of the 
known method of inverse scattering may result from 
higher -dimensional matrix representations. At present 
we can only speculate that for linear representations of 
sufficiently high dimension, the pseudopotentials gener­
ated will provide some ultimate linearization of the ori­
ginal problem similar to that achieved for KdV. A final 
comment is to remark on the close connection of Lie 
groups and generalized Fourier analysiS; the natural ex­
pression of the superposition rules intuitively felt to 
underlie the soliton phenomenon may well be found in the 
use of the invariant functions dual to the vector genera­
tors of the prolongation structure, 
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The structure of singularities is discussed for some exact solutions of Einstein equations for 
irrotational perfect fluids with equation of state pressure equal to energy density, p co, w. It is found 
that all singularities studied are velocity-dominated of the semi-Kasner class. It is also found that 
data on the singularity are not enough to generate space-time for all times. 

1. INTRODUCTION 

The concept of a velocity-dominated singularity in 
irrotational hydrodynamics models l is used to study the 
singularities of three nonhomogeneous exact solutions 
of Einstein equations for irrotational perfect fluids with 
pressure p equal to rest energy w. 

The solutions studied have singularities with more 
complicated structure than other known exact solutions. 
The P symbols defined by Liang l depend on one or two 
arbitrary functions of one variable. 

The first solution studied (Sec. 2) is the general solu­
tion for plane symmetric fluids. 2 It is found that the 
solution has a velocity-dominated singularity of the 
semi-Kasner class. In Secs. 3 and 4 the Singularities 
of two special classes of cylindrical symmetric solu­
tions3

,4 are studied. It is found that the singularities are 
of the semi-Kasner class, too. In Sec. 5 some remarks 
on the spherical case are made. 

The fact that the solutions have arbitrary functions 
that are completely wiped out near the "big bang" is 
indicated. 

2. THE PLANE SYMMETRIC SINGULARITY 

In this section we study the structure of the singulari­
ties of irrotational plane symmetric perfect fluids with 
p = w equation of state. The general solution of Einstein 
equations for these fluids is known. 2 The result is sum­
marized in the following set of formulas: Solve the lin­
ear equation 

(1) 

to get 

ds 2 = rl/ 2eD.(d/ 2 _ d( 2) _ l(dx2 + dy2) (2a) 

from 

S1 = J I[(a: +a~)dl +2at a z dz! (2b) 

and 

(3) 

any solution of (1) generates the solution (2) of Einstein 
equations, with pressure given by (3). 

Comoving coordinates are a, Z, x, and y. a is the 
comoving time, Z is a comoving spatial coordinate 
defined by 

dZ=t(aedl+atdz). (4) 

In these coordinates the metric (2) reads 

ds 2 =cr1/2 ('rt(a~ _ a;)-I (da" - 1-2 d Z2) - I(dx" + dV"). (5) 

We shall study the behavior of the general solution 
near the singularity 1 = O. 

The formal Fourier transform of equation (1), in the 
variable z, leads to the solution 

a(i, 2) f' F(?+/cosu)du+ (~E(?'l/coshll)d1l. 
'- (~ , u 

(6) 

It is easily checked that (6) solves (1) for arbitrary 
functions F and E whenever the integrals exist and dif­
ferentiation is allowed under the integral sign. 

Unfortunately, there are some solutions that cannot 
be expressed as (6). An example is a" lnl. It is likely 
that all solutions can be obtained from (6) by some 
limiting procedure. An example is 

lnt \~!Jla, (t , z) 

where 

a,(i, 2) = IT- J C ln7\/2du - r exp[ - '\'(.2: + 1 coshu) I d1/ . 
. 0 ' () 

The behavior of a near the singularity can be found 
from (6) noting that5 

limlat = -E(z), (7) 
t- 0 

and therefore 

a~-E(z)lnl as/-O (8) 

The arbitrary F(z) is completely dominated by E(z) 
near 1 = O. F(z) plays a role at 1 = 0 only if E(z) = o. If 
that happens the singularity is no longer spacelike. An 
example can be found in Ref. (6). Now the complete 
solution near I = 0 in comoving coordinates can be ob­
tained. Equations (8) and (4) give 

dZ~ -E(z)dz. (9) 

Thus z is also a comoving coordinate near 1= O. Equa­
tions (8) and (2. b) give us 

S1 = - E(z)a. (10) 

From (10), (9), and (3) the metric and the pressure near 
the singularity are 

ds" = E- 2 exp[ - (E + 1E- J)a ida2 
- exp[ - (E - ~E-l)a idz 2 

- exp( - a / E)(dx" + d,,2), (11) 
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(12) 

The metric (11) shows that the singularity is velocity 
dominated, the P symbol given by 

P=(;~:~! ; 2E~+3 ; 2E22+3) (13) 

as defined by Liang. 1 This class of singularities where 
'EP i = 1 and 'EP;* 1 are called semi-Kasner 
singularities. 

3. CYLINDRICAL SYMMETRIC SINGULARITIES. I 

In this section we study the singularities of a class of 
irrotational cylindrical symmetric perfect fluids with 
p = w equation of state. A general solution of Einstein 
equation for fluids in this condition is unknown, but 
there are two particular classes of known solutions. 3.4 

In this section we shall study the first class3 and in the 
next section the second. 4 The main relations for the 
first class are 

S1 = J t2 ~ p2 {[t(a~ +a:) - 2papat jdp 

+ [2t apat - p(a~ +a:) ]dt} +A, 

(14) 

(15b) 

p = w = ±t1
/

2 (fz _ p2t 3
/

2 e,n(a: - a;) (16) 

where a, a solution of (14), generates the solution (15) 
with pressure (16). A is an arbitrary constant. Comov­
ing coordinates are a, R, e, and z. a is the comoving 
time, R is the comoving radial coordinate defined by 

(17) 

In comoving coordinates the metric (15) is given by 

ds 2 == ± r 1 / 2 (t2 _ p2)3/4 (a: _ a~)'l en [da2 _ (pt)'Z dR2] 

_t(p2de 2 +d( 2
). (18) 

The solution to (14) is now 

a(p, t) == .fa' .fa' F(t cosu + p cosv)dudv + fo~ fo~ 

x G(t coshu + p coshv) du dv. (19) 

[The remarks made on (6) are also valid for (19)] 

Space-time (15) has two singularities, t=O and p=O, 
the first is a spacelike singularity in the plus sign solu­
tion and the second is spacelike too in the minus sign 
solution. 

The plus sign solution: Confronting (6) and (19), it 
follows that 

limtat = - r G(p coshv) d1) = - E(p). (20) t-o • 

Thus 

a""'-E(p)lnt as t-O. 

Equation (17) near the singularity reads 

dR"", - pE(p) dp. 

Therefore p is comoving too near t = o. 

9 J. Math. Phys., Vol. 16, No.1, January 1975 

(21) 

(22) 

Now the metric and the pressure in comoving coor­
dinates can be found as above. They are 

ds Z"" p3/ ZE'2 exp[ _ (E + iE'l)a] da2 
_ p3/2 exp[ - (E - ~E'l)a] 

Xdp2 _ exp(- a/E) (p2 de2 +dz2), (23) 

(24) 

In this solution A has been chosen to make the metric 
and the pressure real. The metric (23) tells us that the 
singularity is velocity-dominated of the same class as 
the former solution with the same P symbol. 

The minus sign solution: Now p is a temporal coor­
dinate and t a radial coordinate. Near the space like 
singularity p = 0 we have 

a = - E(t) lnp, 

dR"", -tE(t)dt, 

S1 "'" E2 lnp(A = 0 without lost of generality3). 

The metric and the pressure near p = 0 are 

ds Z""'tE'2exp[-(E +2E'l)a]da2 -exp[ -Ealdt2 

- t exp( - 2a/E) de2 - tdz 2
, 

The P symbol in this case is 

[ 
E2 2 1 

P= E2+2 ; E2+2 ; OJ' 

(25) 

(26) 

(27) 

(28) 

(29) 

(30) 

Hence we have that the singularity is velocity-dominated 
of the semi-Kasner class too. 

4. CYLINDRICAL SYMMETRIC SINGULARITIES. II 

The other class of known solutions is given by 

ds 2 = ± exp[2(v - A) ](dt2 - dpZ) _ p2 exp( _ 2A) de 2 

- exp(2A) d zZ, 

p = w:= ± (a~ -~) exp[ - 2(v -A)l. 

(31) 

(32a) 

(32b) 

(33) 

Where a pair of solutions of (31) generates the solutions 
(32) with pressure (33). Comoving coordinates are a, R, 
e, and z. R is given by 

(34) 

Near the singularity p = 0 we have from (6) and (7) that 

a"'" -E(t)lnp. A"'" -E(t)lnp. (35) 

Therefore, 

dR"",-E(t)dt, (36) 

(37) 

To keep the pressure positive we must choose the minus 
sign in (32). Thus p = 0 is a space like singularity. The 
metric and the pressure in comoving coordinates are 
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ds 2 "" E-2 exp[ _ 2(E2 +€2 + € + 1 )a/Ejda2 

_ exp[ _ 2(E2 + €2 +E)a/Ejdt2 

- exp[ - 2(€ + l)a/Ejd02 
- exp(2€a/E)dz 2

, 

And the P symbol is 

(38) 

(39) 

[ 
E2 + €2 + € € + 1 - € 1 

P= E2+€2+€+1; E2+€2+€+1; E2+€2+ E+IJ(40) 

Hence the singularity is of the semi-Kasner class again. 

5. SPHERICAL SYMMETRIC SINGULARITIES 

In this section we make only some remarks on the 
spherical caSe. The general solution of Einstein equa-

10 J. Math. Phys., Vol. 16, No.1, January 1975 

tions for irrotational perfect spherical symmetric fluids 
with p = w equation of state is unknown. However, two 
classes of solutions are known, 6 each class depending 
only on one parameter. Depending on the value of the 
parameter we can have solutions without a big bang, 
with "naked singularities" or velocity-dominated semi­
Kasner Singularities. 

tE. P. T. Liang, J. Math. Phys. 13, 386 (1972), and refer­
ences therein. 

2R. Tabensky and A. H. Taub, Commun. Math. Phys. 29, 61 
(1973) • 

3p. Letelier and R. Tabensky (unpublished). 
4p. Letelier (unpublished). 
5H. Lamb, Hydrodynamics (Dover, New York, 1932), p. 298. 
6R. Tabensky, Ph.D. theSis, University of California 
(Berkeley) (1972). 
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Irreducible vector fields (vector harmonics) are introduced on S U (2). It is shown that an arbitrary 
vector field can be expanded in terms of these vector harmonics, and tight convergence conditions 
are derived for analytic vector fields. These expansions are related to well-known vector harmonic 
expansions on the two-sphere, The generalization to arbitrary tensor fields is discussed. A connection 
between the Lie algebra of vector fields on S U (2) and the Virasoro algebra is noted. 

1. INTRODUCTION 

A topic of considerable interest in mathematical 
physics is the expansion of functions on groups and 
homogeneous spaces in terms of a complete set of basis 
functions on the manifold, These basis functions nor­
mally arise as basis vectors for irreducible representa­
tions of the group. 1 In general, these expansions are 
useful from a practical point of view only if the con­
vergence of the expansion is very rapid, i. e., only if 
a few terms in the series need be retained. Rapid con­
vergence is not a common property for arbitrary class­
es of functions. However, if the family of functions is 
confined to the analytic class, then, as is the case for 
functions of a real variable, it may be possible to show 
that rapid convergence prevails. 

This program has been carried out for S U(2), 2 sn, 3 

and SU(3), 4 and the theorems obtained can be generalized 
to arbitrary compact semisimple Lie groups and their 
homogeneous spaces. These theorems are quite strong 
and greatly restrict the possible behavior of the expan­
sion coefficients. These theorems also indicate the 
kinds of difficulties that may be encountered if one at­
tempts to expand a nonanalytic function. The poor con­
vergence of certain Dalitz plot expansions, 5 e. g., may 
be understood in terms of singularities on the phase­
space manifold. 6 

A related tool has been the expansion of vector-valued 
functions in terms of vector harmonics. 7 Most important 
here is the multipole expansion of the radiation field, 8 

the rapid convergence in this case being the reason for 
its ubiquitous nature. Since in the radiation zone, it is 
primarily the angular distribution which is being ex­
panded, we have in a natural way the expansion of a 
vector field defined over the sphere S2. In a similar 
fashion, the partial wave expansions of helicity ampli­
tudes9 are tensor expansions on SU(2). 

It is the purpose of this paper to put the convergence 
properties of such expansions 011 a firm foundation. The 
emphasis in this paper is on the strong theorems en­
countered when the fields are analytic. In order to carry 
out this program it is convenient to use the abstract lan­
guage of manifold theory. This serves two purposes. 
First, it makes certain that all definitions and theorems 
are natu ral, i. e., independent of the coordinate patch 
chosen, a condition that is essential. One need only 
refer to the example cited in I where it is shown that the 

function sinB is not analytic on the two-sphere S2, 
whereas cos B is, a fact that would not have been ascer­
tained by remaining in the (8, ip) coordinate patch. The 
second reason for working with the abstract language is 
that the generalization to other Lie groups and homo­
geneous spaces is most apparent in this language. Thus, 
although the answers to questions may vary as we 
change the category of group (simply connected to non­
simply connected; compact to noncompact; etc.), the 
questions which we wish to ask remain relatively clear. 

For two reasons, we will give (whenever possible) 
the description of the obj ects discussed in the conven­
tional coordinate patches [i. e., the Euler angles on 
SU(2) and polar coordinates on S2] as well as the de­
scription of the obj ects in the language of manifolds. 
First, for a large number of physical applications it is 
ultimately necessary to choose some coordinates (e. g. , 
the angular spectrum of the radiation field). Second, 
this article will have served no useful purpose if it does 
not make contact with series most commonly used in 
physical applications. This necessitates the display of 
the obj ects in their customary notational form. 

Vector fields and their general properties are dis­
cussed in Sec. 2 A. Irreducible vector fields, analytic 
continuation, and an invariant inner product are intro­
duced in the remainder of Sec. 2. Sections 3 and 4 dis­
cuss the convergence properties of harmonic expansions 
of vector fields on S U(2). Section 5 gives a construction 
which relates the customary vector spherical harmon­
ics7 to the above irreducible vector fields. Section 6 in­
dicates the same type of results for arbitrary tensor 
fields. Finally, in Sec. 7, the full Lie algebra of vector 
fields on SU(2) is discussed in connection with the 
VirasorolO algebra. 

2. VECTOR FIELDS ON SU(2) 

A. Background 

In order to avoid repetition, we will refer the reader 
to I for background material on real and complex analyt­
ic manifolds. The notation used here will conform to 
that in I, and the reader will be referred to specific 
formulas given there. The geometric material dis­
cussed here can be found in any modern text on differ­
ential geometry (e.g., Kobayashi and Nomizu ll ) or to 
a recent expository article in the American Mathemati­
cal Monthly .12 We will mainly follow Helgason13 because 
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of the close relation between the topics discussed there 
and the theory of Lie groups. To avoid confusion and 
repetition, we will use the word "analytic" to mean real 
analytic, and "holomorphic" to mean complex analytic 
in the sense discussed in 1. 

The manifold under discussion will be the group G 
of 2 x 2 unitary unimodular matrices, 5U(2). Endowed 
with the unique analytic structure in which the group 
action is analytic, 5 U(2) is analytically diffeomorphic 
to the sphere in four dimensions 53 endowed with the 
usual analytic structure [Eqs. (2.8)-(2 0 10) of IJ. Let 
CF(G) be the family of complex-valued analytic functions 
on G. It is the space of real-valued analytic functions on 
G, which is natural in the sense that it is uniquely de­
termined by the analytic structure on G, and in turn 
uniquely determines the analytic structure on G. 14 We 
may consider complexifying these real functions to 
pairs of real functions fl +ih without complication. It is 
necessary to use this complex space for decomposing 
the left regular representation (defined below) into 
unitary irreducible representations. The introduction 
of unitary representations immediately necessitates 
the use of complex vector spaces. That unitary repre­
sentations are used is related to the well-known fact 
that finite-dimensional representations of compact Lie 
groups are completely reducible over the complex field 
to a direct sum of unitary irreducible representations. 
This does not hold over the real field. We give first the 
abstract definition of a vector field on G, as this is the 
form we shall use. 

Definition 2.1: A (complex) vector field X on G is a 
derivation on CF(G), i. e. , X is a map X: CF(G) - CF(G) 
such that 

X(O'f + (3g) = O'X(f) + (3X(g) (2.1) 

and 

x{fg)=/X(g) +xU)g, (2.2) 

where 0' and (3 are complex and f, gE CF(G) (Helgason,13 
p. 9). 

This definition merely formalizes our ideas about 
first order differential operators. Indeed, in a coordi­
nate patch y = (Yl' ... ,Yn)' 15 X has the form 

xU) = (if Xi a~J en, (2.3) 

where the Xi'S are complex functions on the patch 
called the components of the (covariant) vector field, 
with respect to the patch y = (Y l , .•. ,Yn). Note also that 
we are allowing complex vector fields Xl + iX2 , where 
X I ,2 are real, because of our use of the complex func­
tion space in the definition. It, of course, easily fol­
lows that if X is a vector field, then so is fX, for all 
fE CF(G). 

Let us relate the above definition to the idea of the 
tangent space at a point u of G. Let Xu denote the linear 
mapping of the space of analytic functions at a point 
11 (C G, defined by 

Xu :f- (Xj)(u). (2.4) 

From the form of (2.3), it is clear that this set of ob-
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j ects is spanned by the linearly independent operators 
ei given by 

e. :f-!L (yO) 
1· OY; (2.5) 

where:r is the image of u. Denote the collection of all 
Xu by CTJG). From (2.5) we see that a general Xu has 
the form 

Xu =6 Xi(U) ei , 
i 

(2.6) 

which manifestly displays CTu as a finite-dimensional 
vector space of dimension equal to the dimension of the 
manifold. The XI (u) are the components of Xu with re­
spect to the basis ei• Intuitively, then, we may think 
of a vector field as a vector whose components vary as 
we change the point u. The only way we will get into 
trouble in this thinking is if we fail to remember that 
(2.5) and (2.6) are only local statements, since the 
patch does not in general cover all of G. 

Recall that a function f is said to be of class en if 
derivatives of all orders up to and including n exist and 
are continuous. We now define this concept for vector 
fields. 

Definition 2.2: A vector field X on G is said to be en 
at a point U(C G if Xfis of class en at u, for all f~ CF(G). 
X is said to be of class cn if it is cn at all points U~ G. 
The concepts of X being analytic at a point and analytic 
are similarly defined. From Eq. (2.3) it should be 
clear that the cn definitions are equivalent to the fact 
that the Xi are of class cn in the usual Euclidean sense. 
Also, if X is of class Cn , then so is (/X) for all 
fE CF(G). Because we will be working primarily with 
analytic vector fields, we shall use CT(G) to denote the 
set of all analytic vector fields on G. 

CT(G) has more structure. Clearly CT(G) is a vector 
space over the complex numbers, with the obvious 
definition 

(aX + (3Y) f= a (x.n + (3(Yf) , (2.7) 

where 0',{3 are complex and X, YF CT(G). In a similar 
fashion CT(G) is a module16 over the ring CF(G). In an 
intuitive fashion, we also expect the commutator of two 
first order differential operators to be a first order 
differential operator. A simple application of definition 
(2.1) shows this to be true, so that we define a bracket 
operation [, ] 

[X, Yj,=XY - YX (2.8) 

for all X, Ye:- CT(G). It is easily checked that the usual 
Jacobi identity is satisfied, so that CT(G) endowed with 
the bracket operation of Eq. (2.8) becomes an infinite­
dimensional Lie algebra. 

For a Lie group, a preferred position is accorded to 
the Lie subalgebra of CT(G) which is invariant under the 
left group action. This subalgebra is normally called 
the Lie algebra, A, of the Lie group" 

To see how A arises, consider the process of left 
translation, LUI: G - G, by an element ul given by 
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L is an analytic diffeomorphism of G onto itself for 
UI 

each U1 E' G. It induces in a natural way a mapping 
U : CF(G) - CF(G) which is defined by 

UI 

fU1(U1U) = f(u) for all UE G (2.10) 

or 

rl(u) = f(ui1u) (2.11 ) 

or 

fUI = fo L
u
_u (2.12) 
I 

where 0 denotes composition of mappings. The set of 
operators U clearly acts in a linear fashion on CF(G), 

UI 
and in fact obeys the group rule 

(2.13) 

so that it in fact forms a representation of G called the 
left regular representation on G. 

In a similar fashion LUI induces in a natural way a 
mapping dLu of CT(G) onto itself called the differential 
of Lu . We d~fine it by the rule (Helgason, p. 22) 

I 
dLul : X - XUI, where 

(2,14) 

for all f E CF(G) and U E G or in one of the following 
forms: 

XUlfUl = (Xj)u1, 

XU1f= (Xril)UI. 

(2.15) 

(2.16) 

The last equation is the most convenient form. From 
its definition (2.14), it follows that dLul acts linearly 
on CT(G), while a repeated application of (2.16) shows 
that the family of maps dLu where UE G (which we de­
note dLe) obeys the group rule 

(2.17) 

dLe is a representation of G which we will call the left 
differential representation of G. Because the maps Lu 
are analytic, dLu preserves the analytic character of 
X. dLu also preserves the structure of CT(G) as a 
module over CF(G) and as a Lie algebra (Helgason, 
p. 24), i.e., 

(2.18) 

and 

[XUI, YUl]=[X, Y]U 1. (2.19 ) 

B. Irreducible vector field on SU(2) 

Because we have a representation dLe of G on the 
linear space CT(G), we may ask if there are any finite­
dimensional subspaces of CT(G) in which dLe acts ir­
reducibly. In particular, are there anyone-dimensional 
subspaces which are invariant? We therefore seek 
vector fields X such that 

XU=X for all uEG. (2.20) 

That this set is nonempty is seen by the following 
construction. Let X. be a vector in the tangent space 
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at the identity CT~(G). Define the vector field X by left 
translation on X,, i. e. , 

(2.21 ) 

With this definition, it is evident that X is in fact left 
invariant. Further, X is an analytic vector field 
(Helgason, p. 89). Also, because left translation pre­
serves the vector space structure and the algebraiC 
structure, all X so defined form a finite-dimensional 
subspace of CT(G) which is closed under [ , J. In fact, 
these are aU of the invariant vector fields. 

The unique association of an element in CT.(G) with 
a left invariant vector field permits a bracket operation 
to be defined on CT~(G) in the obvious manner. Under 
this operation CT.(G) becomes a Lie algebra normally 
called the Lie algebra of the group A. It is apparent 
that the structure of G uniquely determines A and the 
invariant vector fields. The converse is only true 
locally. 

Let us make contact with the customary physical 
notation. Let y(t} be any path through the identity. This 
defines an element of CT,,(G) by the rule 

d 
X.f= dt {f(y(t»}t=o (2.22) 

so that we may speak of y(t) having tangent vector X •. 
For matrix groups, the functions we consider are 
naturally regarded as functions of a matrix, so that 
CT.(G) may naturally be identified with the matrices 
obtained by the rule (Helgason, p. 100) 

d 
dt {U(t)h20 where u(t) E G, (2.23 ) 

where u(t) is a path in the matrix group G, With this 
identification, the brakcet operation on CT.(G) becomes 
the ordinary matrix commutator. Because we are work­
ing with the matrix group 5U(2), we will make free use 
of this equivalence. 

For practical applications, it is convenient to choose 
a basis for A. We choose the basis set %<Jj , where the 
<J/s are the standard Pauli matrices [I, Eq. (2.3) J. 
With this choice, the structu re constants for the Lie 
algebra are pure imaginary. The corresponding in­
variant vector fields (denoted f)i) are defined by the rule 

(2.24) 

In terms of the Euler angle parameterization of 5U(2) 
[I, Eq. (2.25)], the f);'s are given by 

. ( cosl/! a . a 0\ 
f)l=Z -Sine acp+sml/!a-e+coSl/!cote(0) (2.25a) 

. (sinl/! a a 2) 
f)2=Z cose acp + cos1/! ae -sinl/!cote a~ (2. 25b) 

(J • a 
t/ 3 =zal/!' (2.25c) 

The 9/s are a basis for the invariant vector fields on 
5U(2). Each f)i spans a one-dimensional vector space 
which is invariant under left translation, being the car­
rier space for an identity representation of 5U(2). 

Other irreducible subspaces of CT(G) are easy to 
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find. Let D~"" (u) be the matrix elements of the irre­
ducible representations of 5U(2) [I, Eq. (3.8)}. If m' is 
fixed between - -I and j. then the set of functions 
{D~"" . - j ': m ~ j} is a basis for a (2j + l)-dimensional 
unitary irreducible representation of 5 U(2) under left 
translation, i. e. , 

[D~m,l "1[11 1 =D~m,[u~lu} 
(2.26) 

By using Eq, (2.18) and the invariance of PI' it is clear 
how to define irreducible vector fields. Define p~~, by 
the rule 

OJ; -D J "I 
(/mm' - mm'(Y· (2.27) 

If m ' and i are fixed then the set of objects {P:~" 
- J "" m "" J} is a basis for a (2J + I)-dimensional irre­
ducible representation of 5U(2) under left translation. 
Each representation occurs 3 0 (2J + 1) times in this con­
struction (the general formula is N· ill, where N is the 
dimension of the group, and ill is the dimension of the 
representation) . 

The objects p:,~, are the irreducible vector fields on 
S U(2) or, in customary language, vector harmonics on 
5U(2). Each p~~, is analytic on 5U(2) because both i 
and D:'"" are (I, Sec. 3B). It will be shown in Sec. 4 
that this set of obj ects provides a canonical decomposi­
tion of the left differential representation dLe into irre­
ducible subspaces, i. e., that any analytic vector field 
on 5 U(2) can be written as a convergent series of vector 
harmonics. 

C. Holomorphic vector fields on SL (2,C) 

As discussed in I, 5L(2, C) is a holomorphic manifold 
which may be viewed as the complexification of 5U(2). 
In particular, each analytic function on 5 U(2) has a 
unique extension to a holomorphic function on an open 
subset of 5L(2, C) containining 5 U(2). 

Holomorphic vector fields on open subsets are defined 
in the obvious fashion [see deL (202)}. Because each 
real analytic function has a unique extension, we can 
locally extend a real analytic vector field on 5U(2) to a 
holomorphic vector field on 5L(2, C). 

T/1('orCIIl 1: Each of the irreducible vector fields 
:J~m' is an entire holomorphic vector field on 5L(2, C). 

Proof: Because we have shown in I that the functions 
D~m' are enti re holomorphic functions on 5 L (2, C), it 
suffices to prove the theorem for /)i only. By referring 
to the definition given in Eq. (2.24) it is clear that the 
extension of /)i is given by 

(2.28) 

for all gF 5L(2, C). By choosing any holomorphic patch 
Z={Zi} around g, Pi takes the form 

(' -")' (- .) ~ I ~ :;.-0 1 , 
'J dil ~=o dZ J 

(2.29) 

But the group operation is holomorphic in il, so Z j is 
holomorphic in A, and hence its derivative. This proves 
the theorem for /)i . 
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D. The invariant inner product on CT(G) 

In order to exhibit the vector harmonics as an ortho­
gonal basis of CT(G), it is necessary to convert CT(G) 
into an inner product space. We know that when we 
consider only real vector fields, the introduction of an 
inner product [as a map from RT(G)xRT(G) -RF(G)] is 
equivalent to giving a (Riemannian) metric tensor field 
on G, There is a unique bi-invariant Riemannian metric 
on a compact semisimple Lie group (which is a negative 
multiple of the Killing form) (Helgason, p. 191). Inte­
grating the resulting inner product over G gives an in­
variant inner product on RT(G) [i. e., RT(G)xRT(G) 

- R}. We give below the complex analog of this 
construction. 

Recall the definition of the adjoint representation Ad, 
of a real Lie algebra A . With an element XFA, we as­
sociate the matrix AdX acting in the linear space A 
which is defined by 

AdX(Y) = [X, Y}. (2.30) 

The Killing form is a symmetric bilinear form B(X, y) 
on A defined by 

B(X, Y)=Tr{AdXoAdY}. (2.31 ) 

Because the tangent space at any point of G is isomor­
phic (as a vector space and a Lie algebra) to A, this 
form may be pointwise defined for any pair of vector 
fields on G. The negative of this yields a Riemannian 
structure g on G. which is given by 

g(X, Y)(u) = - '~T r{AdX(u) AdY(lI)} (2.32) 

for all X, Y F RT(G) and 11 F G, The factor of ~ is for 
later convenience. 

In order to handle complex vector fields, we make a 
simple extension of g given by 

(2.33) 

where * denotes the Hermitian conjugate matrix. (Note 
that the transposition disposes of the minus sign.) In­
tegrating (2.33) puts an inner product ( , ) on CT(G). 

Thus, 

(X, y)=jI Tr{[AdX(u»)*[AdY(u)J}drl(u) 

for all X, YF CT(G). 

(2.34) 

where drl(lI) is the bi-invariant measure on G (I, Sec. 
2 C). One readily verifies that ( , ) obeys all the prop­
erties for a proper inner product. 

An elementary calculation shows that 

(/)i'/j)=6ij (2.35) 

while an application of the rule 

Ad(f(u) X(u» = f(1I) AdX(u) (2.36) 

together with the orthogonality of the DJ functions 
(I, Eq. (5.2») gives 

(P~~, ,:J~:/) = (2J + 1)-1 6 JJ ,/jij6mn6""n' (2.37) 

3. INFINITE SERIES OF VECTOR HARMONICS 

In this section we consider the convergence proper­
ties of series of the form 
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(3.1 ) 

which, of course, may be rewritten 

3 

x( g) = 6 Xl (u) f)1 (u) , 
1=1 

(3.2) 

where 

(3.3) 

We must first define in the obvious manner the mean­
ing of convergence of a sequence of vector fields. 

Definition 3.1: A sequence of vector fields {Xn} is 
said to converge at a point u E G if the sequence {(Xnf)} 
converges at u for all fE CF(u). 

Other convergence concepts are similarly defined. 

If we now consider the convergence of partial sums 
formed from (3.1), it is clear from (3.2)-(3.3) that 
the factor (f)1 f) is common to each partial sum, so that 
we are in fact really considering the convergence of 
partial sums for Xi (u) defined in Eq. (3.3). But the con­
vergence properties of such series are already known 
from I, so that the convergence of series of type (3.1) 
is an immediate consequence of I. 

We summarize this succinctly. 

Definition 3.2: For a series of the form (3.1), the 
exponent of COllverJ(ence Ql o is defined by the formula 

(3.4) . 

where the limit superior is taken Over all i J m m' 
indicated in Eq. (3.1) 0 ' , , 

Theorem 2: Let 5(J() be a series of the form (3.1) 
with exponent of convergence a o' Then the series con­
verges absolutely and uniformly to a holomorphic vector 
field everywhere in the interior of the superball (I, Sec. 
4), B6(a o). This domain B6(Ci o) is analytically complete, 
and is maximal, i. e., there is no larger superball in­
side of which 5(J() converges absolutely and uniformly 
everywhere. 

As with functions on 5U(2), the divergence properties 
of 5(J() are more complicated than for Taylor's series. 

4. EXPANSIONS OF ANALYTIC VECTOR FIELDS 

Let X be a vector field on 5U(2). Let 5(g) be a series 
of the form (3.1) with coefficients obtained by the rule 

aJi - ( ,7J i X) 
mm' - d'mm', 0 

We ask the question, "In what sense and under what 
conditions does 5(J() represent X?" 

(4.1) 

The power of the present formulation of the problem 
bec.omes apparent here, for the answer to this question, 
as In the last section, is an immediate consequence of 
the results given in 1. Consider a coordinate patch Z 
= (z l' .•• , zn)' In this patch, {f)J provides a basis for 
the tangent space at each point in the patch. Hence, in 
the patch the field may be written 

X= ~ Xi ({Zj})f)i(Z), (4.2) 
• 
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But this is true in every patch, so that X may be 
written 

X=6Xi 0., 
I Il' 

(4.3) 

where the Xl'S are elements of CF(G) and are the com­
ponents of X with respect to the invariant basis f)i . 
Thus, our question really amounts to "In what sense and 
under what circumstances does a Wigner expansion of 
Xi represent Xi?" We formulate the answer for analytic 
vector fields only, and refer the reader to I for discus­
sion of expansion of nonanalytic vector fields. 

Theorem 3: Let X be an analytic vector field on 5U(2) 
and B6(Ql o) the maximal superball of holomorphy of its 
unique holomorphic extension. Then the harmonic ex­
pansion for X given by Eqs. (4.1) and (3.1) converges 
absolutely and uniformly and is holomorphic in B6(C/o). 
The harmonic series converges to X. Conversely, if the 
harmonic expansion for X has a superball of convergence 
B6(a o) , then X can be continued to a holomorphic vector 
field in E6( Qlo) and its continuation agrees with its har­
monic expansion. The exponent of convergence (Def. 
3. 1) for the harmonic expansion is Cio• 

5. VECTOR HARMONIC EXPANSIONS ON 52 

Once the elaborate machinery was set up, the theory 
of vector harmonics on 5 U(2) was quite simple. In going 
from 5U(2) to the ordinary sphere in three dimensions, 
52, the situation becomes somewhat more complicated. 
These complications occur for several reasons. 1 fie 
action of 5U(2) on 52 is, of course, that of rotation in the 
ordinary sense, and 52 is identified with the coset space 
5U(2)/U(1) (I, Sec. 6B). One wishes to translate results 
on 5U(2) to 52 via the natural mapping 7T of 5U(2) onto 
52. Unfortunately, the image of an irreducible vector 
field on 5U(2) is not necessarily even a vector field on 
52, never mind irreducible on 52. Further, the sphere 
is only two dimensional, so that the image of the opera­
tors f)i can no longer be linearly independent in the tan­
gent space at a point. Finally, in most physical appli­
cations, it is also desirable to consider vectors which 
are normal to the sphere. 

To introduce normal vectors to a manifold requires 
in general the theory of immersions. 11 For the present 
case, since 52 is the image of 7T, the theory of submer­
sions 1

? may be used. However, the general exposition 
of this construction seems a bit far afield for the appli­
cation at hand. Instead, we present an explicit mapping 
which obviates the necessity for the general theory. 
This mapping is from the three-dimensional tangent 
space at a point of 5 U(2) to the three-dimensional space 
attached to a point of 52 formed by the direct sum of the 
tangent space and the normal space. The construction 
depends explicitly on the metric properties of the mani­
folds and of ordinary Euclidean 3-space. In making this 
construction, we automatically solve the other problems 
as well and bring our notation into line with normal 
physical usage. 

The manifold M = 52 under consideration may be iden­
tified with the set of left cosets 5U(2)/U(l), where U(l) 
is the subgroup of transformations exp( - ~'ii/J(J3)' where 
i/J is the third Euler angle. The identification may be 
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made concrete with the following definition (r, Sec. 6 B): 

(5.1) 

where the xj's are the Cartesian coordinates of a point 
in }<;3, and u (=: G. It is eas ily verified that both u and 
u exp(-tii/!(J3) get mapped to the same point x, and that 
L:x;=l, i.e., 17:5U(2)-52 such that 17(U)=X as in (5.1). 

At any point p E R3, the tangent vector space CTp(RJ) 
is three dimensional. In the Cartesian coordinate patch 
(which COvers all of R 3) CTp(R3) is spanned by e i = a/ oXi . 

This is a global choice of basis. R3 is converted to 
Euclidean space E3 by the introduction of the ordinary 
scalar product 

52 as given by (5.1) is a submanifold of E3 (Helgason, 
p. 23). The differentia118 of the inclusion maps L of ,"vI 
into E 3, dL, maps the tangent space Tp(M) at a point 
p E M into the tangent space CTp (E3). If we identify the 
image of CTp(M) with CTp(M), we may then speak of 
CTp(M) as being a subspace of CTp(E3

). A vector X in 
CTp(E3) is normal to 52 if 

X'o Y=O for all YE CTp(M). (5.3) 

The vector space of all normal vectors at P will be 
written CNp (M). CNp (M) is clearly one dimensionaL A 
globally defined unit normal vector at p = (Xl' x2 , x 3 ) is 
given by er "" L:;'l xiei . It is now clear that CTp(R3) = CTp(M) 
ED CNp(M) if P E 52. A vector field of E3 restricted to 52 
is a differentiable assignment to each p E S2 a vector 
Xp E CTp(P). Clearly every such vector field can be 
written as the sum of a tangential and normal vector 
field. We shall write a "vector field on 52" to mean a 
vector field of E3 restricted to 52 and a vector field 
"tangent (normal) to 52" to mean Xp E CTp(k1) 
CXp E CNp(ivl)] for all p EM. 

If A : E3 - E3 is a linear transformation, then dA = A 
in the sense that dA(e.)=Ae .. If AE50(3) and xE52

, 

then A(x)' 0 A(x) = (A'A)(X)' 0 ~ =x'o x= 1 so that A : 52 
- 52. This means that if Y is a vector field tangent to 
52, then dA(Y) is also tangent to 52. If Xpcc CNp(M) then 
for any Y (- Tp(M), 

O=X;. Y"p=AX;·AYp (5.4) 

so that dA(Xp) is also normal to 52. Thus the action of 
50(3) on E3 induces an action of 50(3) on CT(M) and an 
action of SO(3) on CN(lI1). If X E CT(i11) [or X E CN(:l1)j 
and A E: 50(3), we denote by XA the vector field XA 
= dA(X). Note that (XA)+. yA = dA(X)" dA(Y) = AX' 0 AY 
== )(+ 0 Y so that (XA) •• yA = X'· Y. This says that the 
usual metric tensor of E3 is invariant under the action 
of 50(3) and so A - XA is a unitary representation of 
50(3) on CT(E3). Let <I> be the two-to-one mapping of 
S U(2) onto 50(3) given by Eq. (2. 6b) of I. <I> induces a 
representation d<l> : u - d<l> u of both tangential and normal 
vector fieldS to 52 given by d<l>uX=X~W) (which we ab­
breviate Xu). From the above it is clear that Xu. Y" 
=X· Y so that d<l> is a unitary representation. We will 
now search for subspaces of both CT(M) and CN(M) 
which are irreducible under d<l>. In order to utilize the 
results of the previous sections we must find a way of 
pulling back vector fields from S2 = 5 U(2) I U(l) to vector 
fields on S U(2). This does present a probtem because 
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vector fields behave covariantly, not contravariantly, 
so that (unlike differential forms) we cannot just pull 
them back. It is possible, however, to pull back vector 
fields if the map is a Riemanian submersion. 17 To cir­
cumvent this theory, we will present an ad hoc construc­
tion which assigns to a vector field X on 52 a vector 
field X on 5 U(2) in a natural way. 

Let rr: G-M and Vu = {XE TuG I d17(X)=O}.18 We say 
that Hu={XE: TuG I g(X, Y)=O for all YE: VJ is the 
horizontal subspace at u. If PE Vo (resp. Hu) then P is 
called a vertical (resp. horizontal) vector. If XE T(G), 
then X is called vertical (respo horizontal) if Xu is ver­
tical (resp 0 horizontal) for all u EGo We note explicitly 
that: (1) 17 is onto; (2) d17 is onto at every point; (3) d17 
is an isometry on horizontal vectors [Le" g(X, y) 
= d17 (X), 0 d17 (Y) if X and Yare ho rizontal}. The third 
assertion follows from the general theory of submer­
sions (Ref. 17, po 446). It will also follow from some 
computations which will appear later. These are the 
three axioms for a Riemannian submersion. Note that 
drr :Hu - CTdu)(M) is a~ isomorphism. If X is a vector 
field on 52, we define X by the equation 

g(X, P)=::X" d17(P) for all P E CT(G). 

Theorem 4: Let if. be the vector field defined as in 
Eq. (5.5). 

(a) If X is real analytic then if. is real analytic. 

(b) If X, Yare tangent to 52 then X is horizontal, 
d17(X) =X and g(if., y) =X'· Y. 

ee) If X is normal, then X = O. 

Proof: (a) It suffices to write X in local coordinates. 
For convenience, we choose the Euler angles on 5U(2) 
[which we denote temporarily by (<1>', e','lI)] and polar 
coordinates on 52 (denoted e,<I». From the explicit reali­
zation of 17 given by Eq. (5.1) [see also Eq. (6.29) of I] 
we have that 17(<1>', er,'lI) = (e,<I» such that 8=8',<1>=<1>'. 
Thus, we have the result 

dn (o~~ a (5.6a) 
- 0<1>' 

dn C~,) 0 (5.6b) 
a 8 ' 

dn (a~) =0. (5.6c) 

Decomposing X into tangential and normal components, 
we may write x=x"'a/o<l> +X 9 a/aB +Xre , while if. may 
be written x=x<pa/a<l> +X Ba/a8+X'l!a/ai, where primes 
have now been dropped. Choosing Pin Eq. (5.5) to be 
a/(J<I> , alae, a/3'l1, respectively, using the metric com­
ponents g(a/a<l>,a/a'l')=cose, (a/;H) '(0<1»= sin2 e, 
etc., applying Eqs. (5.6), and complex conjugating, we 
obtain the three equations 

X<P +X'l! cos8=sin2 eX <1>, 

j(9=X 9 , 

X'" cos8+X'l! =0. 

These have the solution 

X<P=X"', 
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X9 =X9
, 

X ~ = - cos e x q, , 

-

(S.8b) 

(S.8c) 

Thus, X is manifestly analytic in this patch if X is 
analytic. Similar results prevail in other patches, prov­
ing the assertion. 

(b) If P is any vertical vector [d7T(P) = 0], then 
g(X, p) = X' • d7T(P) = 0 so that X is horizontal. In the 
Euler angle patch we have, using the metric compo­
nents again, 

g(X, y) =Xq,yq, +X8y9 +X~y~ 

By using Eqs. (S. 8) this becomes 

g(X, Y) =X q,y q, sin2 e + X8y9 

(S.9) 

(S.10) 

which is just X·· Y when X' = y, = O. This demonstrates 
the second assertion. 

(c)]inally, it follows immediately from Eqs. (S.8) 
that X = 0 if X 9 = X q, = 0, which is the condition that X 
is vertical. 

We would like to extend the map X - X to be a vector 
space isomorphism CT'<U)(E3)- CTu(G). We do this by 
defining X - X if X is tangential, and e, - e, where we 
have picked some global unit vector field e on G for 
once and for all such that e, is vertical. In~pection of 
Eqs. (S. 6c), (2. 2Sc), and (2.35) tells us that e, may be 
chosen t~ be fh. Thus, we let e, - !/3' and e~tend this 
map by lmeanty to other normal fields. If X is any 
vector field on SU(2), we may pointwise decompose X 
into its horizontal Xh and vertical parts Xv. If both Xv 
and Xh are projectable onto a vector field Xv and Xh 
which are norm~!o SZ and tangent to S2 resp~tvely, 
then we define d7T(X) to be X v + Xh. Note that d7T is not 
defined on all vector fields of SU(2). ,Ihe following is 
immediate from the construction of d7T and Theorem 4. 

Proposition 1: K(X, y) = X·· Y for all X and Y which 
are vector fields on S2 • 

We now explicitly give the irreducible vector fields X 
on 52 and their pullbacks X. Clearly the action of u E G 
on vector fields on S2 gives rise to the same action on 
their pullbacks. This in turn must be the same as the 
differential action dLe on CT(G). Thus, irreducibles on 
S2 must be related to the irreducibles on SU(2), which 
we already know. At this point, let us introduce some 
convenient linear combinations of irreducibles on S2: 

( 
l )1/2 1/2 

Nlm = 2l+1) W _ (l+l») V 
1m (21 + 1) 1m' 

(5.Ha) 

A' = - X Of -- --1 [ (I) 1/2 ( l + 1 )1/2 ] 
1m /2 1m 2l + 1 VIm Of 2l + 1 W lm • 

(S.l1b) 

X Zm ' Vim' and Wlm are the irreducible vector fields on 
S2 given in Ref. 19 which are in relatively common 
usage. N Zm is normal, while Aim are tangential. 

The pullback of normal fields is the easiest as we 
have the relation ' 
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ft,={fo7T)93' 

Using the fact that 

and the relation 

yields the relation 

N = (-l)m(2l +1/47T)1/2(]13 
Zm if-mO-

(S .12) 

(S .13) 

(S .14) 

(S .IS) 

The set of a1l9~3.o' l integer, - m "" l "" m, is all of the 
irreducible vertical vector fields on SU(2). 

Introducing the ladder operators 9. by the rule 

f)'=!/1±if)2 (S.16) 

and using Eqs. (2.2S) and (S.8), we may write the pull­
back of a tangent vector field as 

X = ! ~ (X 8 + iXq, sine) exp(- i>l1) !/-} (s .17) 
2 \ - (X 8 - iXq, sine) exp (i>l1) !/. . 

Associated with 9., we introduce the vector fields 

(}J. =2-{(}Jl ±i()J2} 
{fmm' \~ d'mm' (fmm'· 

(S.18) 

From (S.17), and (S.18) and the form of DJ • it is clear 
that, for an irreducible to be a pullback, it~ust be of 
the form 9~; or 9~~1' The fields Aim have the explicit 
form 

N = [2l(l + 1)1-1/2 (Of ~ _ ~ ym) (_.1_ ~ i~) 
1m ae sm8 I sme ae ± aop 

Again using Eq. (S.14), as well as Eqs. 
(5.19), we find 

(S .19) 

(S.17) and 

- ( 2l + 1 ) 1/2 [ A~m = (_l)m 87Tl(Z + 1) exp(Of i>l1) 

X -Of-- DI ( (am) ( )] a e sine -m.o!/.· (5.20) 

Using the explicit form of the ladder operators J., we 
find that 

9.(D~m.o)='fexp(Ofi>l1) (aae Of s~e) (D~m.o)· (S .21) 

It may further be verified that the operators J. act as 
ladder operators on the second index so that 

(S.22) 

where the sign must be determined by looking at the 
explicit expressions. Combining this information finally 
yields 

ji'. =Of(_l)m (2l+1)1/ 2 
()h_ 

lm 47T (I-m. +1· (S.23) 

The set of all J~~'fl for l integer, - m < l < m, is all of 
the irreducible horizontal fields on SU(2). 

An inner product ( , > is normally defined for vector 
fields on S2 by the rule 

(S.24) 
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where dn is the usual measure on S2 (with total area 
471). An elementary calculation using Propo 1 shows 
that 

(X, Y) = 47T(X, Y). (5.25) 

Note also that 

(5.26) 

with other scalar products vanishing. It follows im­
mediately from the preceeding discussion that the con­
vergence of vector harmonic series on S2 and the rep­
resentation of vector fields on S2 in harmonic series 
are but special cases of the theorems given in Secs. 
3 and 4. 

6. TENSOR HARMONICS 

In this section we shall carry out the program of 
Secs. 4 and 5 for general tensor fields. We shall first 
investigate the special case of differential I-forms. Re­
call (Helgason, p. 8) that a complex covector at mE M 
is a linear map wm : CT m (M) - C. A I-form is a choice 
for each m of a covector wm such that w(X) is a differ­
entiable complex valued function on M for each 
X E CT(M). We denote the vector space of all I-forms 
on M by CTO'l(M). Suppose now that M has a Riemannian 
metric g. If X E CT(M) , then we define ~ to be the dual 
vector field to X (with respect to g) by 

X"(Y)=g(X, Y) for all YE: CT(M). (6.1) 

Classically, the assignment X - X is called "raise an 
index. " 

If G is a Lie group and 11 E G, then we define 
wUE CTO"(G) by 

WU(X)= (w(dL u.1X W= (w(Xu-
1
»U (6.2) 

where we have used (2.16) for the last equality. The 
representation u - w U is called the left adj oint (contra­
gredient) differential representation of G. We use (6.1) 
to define!/ [see (2.24)1 and j~~. [see (2.27)] We may 
now consider a series expansion similar to (3.1): 

~ m J J _ 

w(u) = D z= z= ~ (2J + 1) a~~. ~~~. (11). 
l=l J-l m=--J 171 =-J 

(6.3) 

Theorem 5: (a) §i generates a one-dimensional in­
variant subspace of CT°,! (G) on which the left adjoint 
differential representation is unity. 

(b) If m' and i are fixed, then {~-~~.l - J"" m "" J} is a 
basis for a (2J + I)-dimensional unitary irreducible 
representation. 

(c) The expansion (6.3) has the same convergence 
properties as expansion (3.1). 

Proof (a) From (6.2) (ji)U(Y) = ,9i (yu-l) , thus 
(1i)U(Y) =g(Ji' yu- l ) =g(Ji' y) = §i(y) holds f2.r all 
y E CT(G) and u <=. G. We therefore see that J' forms 
an invariant one dimensional subspace. (b) follows 
directly from the following computation: 

(1~~.)"l(Xl= §~~.(XUi') 

( ( Ji vUi') 
=~ :/mm' ~ ... \. 
= g«J~~,)"l, X). 
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Invoking Eq. (2.26) with u equal to the identity gives 

g(D~A(U~') J~~' ,X) 

or 

(c) follows because a sequence of vector fields Xi con­
verges in CT(G) if and only if g(Xi , Y) converges for all 
Y E CT(G) which is precisely the statement that the ~l 
converge in TO,I(G). . 

We now make some remarks concerning expansions 
of arbitrary tensors in terms of harmonic tensors. Let 
CTr,s(M) be the complex vector space of tensors of type 
(r, s) on M (Helgason, p. 9). The left differential rep­
resentation of G induces a representation called the 
left tensor representation on CTr,s(M) by using the left 
differential representation on the s contravariant 
factors and the left adjoint differential representation on 
the r-covariant factors, to wit: If Wi1 , ... ,wi, ~'C CTo.l(M) 
and Xl , ... ,X, E CT(M), then 

1 r 

(X, 0"'09 X, '9wi10" '59wis )u 
1 r 

(6.4) 

We define 

(6.5) 

-Let J, m, and m' be integer or half-integer, and i 
= (ill'" ,ir,ll"" ,Zs) be an (r+s)-tuple of integers 
each of which is either 1, 2, or 3. Define the tensor 
harmonics ()Ji, by (}Ji.=DJ .()/l ... ··~S. 

(/mm rfmm mm oi p ..• tl r 

We may also consider series expansions of tensors 
in terms of tensor harmonics analogous to (3.1) and 
(6.3): 

J 

T(u) = z= z= z= (6.6) 
i J=l m=-J 

and investigate the convergence properties of (6.6). 

In analogy to definition 3.2 we define the exponent 
of convergence a 0 of the series (6.6) to be 0: 0 

= - log(lim sup I a:~. I 1/ J) where the lim~ superior is 
taken over all J,M ,M' and multi-indices i. A tensor 
T of type (r,s) converges if T(Xl"" ,X.) is a con­
vergent r-tuple of vector fields for all vector fields 
Xl" .. ,Xs ' It is also clear that the scalar product on 
CT(G) can be extended first to CTO,l(G) and then to all 
of T(r,s)(G). We now let 

Ji - Ii X) a",,,,. - (9",m" . (6.7) 

Theorem 6: (a) ()~l·· .. ·ls is invariant under the left ot l' ... ,ly 

tensor representation. 

(b) If J, m', and i are fixed then t9~!.. i - J"" rn< J} 
generate a vector subspace of T (r. s >(e) on which the left 
tensor representation is unitary and irreducible, 

(c) If T is an analytic vector field on SU(2) and B6(iY O) 

is the superball of radius ()Io [where Cl o is the exponent 
of convergence of the series (6.6) with coefficients given 
by (6.7)], then the series (6.6) converges absolutely 
and unformly in B 6 (a o) to T. 

B.l. Beers and R.S. Millman 18 



                                                                                                                                    

We shall now construct the horizontal lift of tensors 
on 52. If wE C']"J.l(52) and rr:5U(2)-5 2 (see Sec. 5), 
then rr*wE CTO,1(5U(2» is defined by 1T*w(X)==w(d7T(X». 
If we have a tensor, T, of type (r, s) on 52, then we may 
(at least locally) write 

(6.8) 

where Xi E CT(5Z ) and wi E CT°.l(SZ). The horizontal lift 
of the tensor T is then defined to be 

(6. g) 

If we have an arbitrary tensor as defined in (6.8), we 
may pull it back to 5U(2) as in (6.9), express it as a 
series [Eq. (6.6)] and then push it back down to 52 via 
the map iEr of Sec. 5. To determine which of the irre­
ducible tensor fields on 5 U(2) are pullbacks, one must 
use the Clebsch-Gordon series for the tensor products 
of irreducible vectors and forms. We may handle in a 
similar manner tensors which are normal to 52, i. e. , 
tensors T of the form 

T == f er .~ ••• ';3; er ~ er (9 0 " " ® e
T

, 

where e. is the normal vector field on 52 given as in 
Sec. 5 and e

T 
is the dual of ~T as in Eq, (5.5). 

7. LIE ALGEBRA OF VECTOR FIELDS 

We have shown that the set of all [)~~. form a basis 
for the space of vector fields on 5U(2), CT(G). As men­
tioned CT(G) is also an infinite-dimensional Lie algebra. 
This algebra is specified by giving the commutation 
relations of the basis. We have, for example, 

[ OJ13 OJZ3 J 
cfmlAl ' c! m 2A.Z 

(7.1) 

where the C's are the usual Clebsch-Gordon coeffi­
cients. Similar relations may easily be displayed for the 
other commutators. The main point is that a canonical 
procedure has been specified whereby the Lie algebra 
of vector fields on the group may be explicitly displayed 
(all other relations being linear combinations of the 
bases relations). This canonical procedure for uncover­
ing the structure of the algebra should be of use in any 
studies of the algebra and its representations. 

We mention this because the Virasoro algebralO can 
arise in a similar construction. zo On the simpler group 
U(l):::: 51, the irreducible vector fields are given by 

Lm = (- i) exp(im<I» il/i:l<I> , (7.2) 

where <I> is the usual polar angle, The commutator is 

[Lm,Ln]=(n-m)Lm+n (7.3) 

which is just the Virasoro algebra without the C-number 
term, It is interesting to speculate whether the gen­
eralization given by Eq. (7.0 and associated relations 
might permit more realistic dual-resonance models, 
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Dual trees and resummation theorems * 
R. Friedberg 
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Various resummation theorems known for graphical expansions in statistical physics and field theory 
are exhibited as special cases of a single symmetrical, easily remembered theorem on a generalized 
structure we call a dual tree. 

I. INTRODUCTION 

Graphical summation is now a common technique in 
physics. Graphs are constructed according to some 
simple recursive rule, and to each graph is associated 
a value determined algebraically according to the 
topology of the graph. The physical quantity of interest 
is expressed as the (infinite) sum of the values of all 
graphs. In a resummation theorem, the sum is proved 
identical to a sum derived in some other way, typically 
from a smaller set of graphs with modified rules for 
assigning values. 

Many resummation theorems have been proved for 
various graphical systems. These theorems have a 
family resemblance, although the detailed statement 
and proof varies from system to system according to 
the kind of graph considered and the way its value is 
determined. In this paper we shall bring a whole family 
of such theorems into a single theorem, stated and 

~ 

~ 

~ 

~ 

~ 

~ 

~~ 
~~ 

FIG. 1. All 12 inequivalent dual trees with nc = 2, ns = 3. 

proved once for all. To this end we define a particular 
kind of graph, which we call a dual tree, composed of 
two elements designated arbitrarily as squares and 
circles. By suitable interpretation of these elements, 
the system of dual trees can be transformed into any of 
a remarkably wide variety of known graphical systems. 

In Sec. II we shall define the dual tree system and 
state its resummation theorem. We have two proofs, 
both derived from arguments already in the literature. 
The proofs are given in Appendices A and B. In the 
following four sections we shall derive a number of 
well-known results from this theorem, thereby exhibit­
ing the flexibility of the dual tree concept. We conclude 
in Sec. VII. 

II. CENTRAL THEOREM 

By a "dual tree" we mean an assemblage of ns 
squares and nc circles (n s + nc ~ 1) joined by nL lines 
under the following restrictions: 

1. Each line joins a circle to a square-never a 
square to a square or a circle to a circle. 

2. The whole graph is simply connected-it cannot 
be decomposed without severing a line, but the removal 
of any single line would render it decomposable. 

The use of squares and circles has no geometrical 
significance; it is an aid to visual representation. 

The ns squares are distinguishable and to that end 
are labeled with integers from 1 to ns' Similarly the 
nc circles. 

Two dual trees (from now on we shall drop the word 
"dual") are identical if they have the same topology, 
with the labeling taken into account. Fig. 1 shows the 
twelve distinct trees having ns = 3, nc = 2. 

We assume that for each nonnegative integer n, two 
symmetric functions on n arguments are given, which 
we call Sn and Cn. The arguments of all these functions 
vary over the same domain X. For n = 0 there are no 
arguments, so that So and Co are constants. 

Let S(~), C(~) represent arbitrary functions on an 
argument ~ E X. We define the functionals 

(1) 

(2) 
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3 3 2 

4 2 

5 4 

FIG. 2. Transformation of Cayley tree to dual tree. 

where f represents integration or summation with t 1" ,t 
respect to a "measure defined on X. The term in n = 0 
has the value Co in (1), or So in (2). 

To each tree T we assign a value w(T) as follows, 
The nL lines are given an arbitrary order. To the ith 
line we associate a variable ~i EX. To each square 
(attached to lines i1 " • im ) we associate the quantity 
S (~ .••• ~i ). To each circle (attached to lines i 1

0 0 0 i.) 
m 11 m S 

we associate C (~. 000 ~. ). The product of all these -
q 11 !J 

and C-functions we call JJ(~1" 0 ~"L)' We obtain w(T) by 
summing n over all the ~'s and dividing by ns fnc! : 
Thus the first six trees shown in Fig. 1 each have the 
value 

and the last six have each the value 

W=3 1121J S1(~1)52(~2' ~3)51(~4)C3(~1' ~3' ~4)C1(~2)' 
. . t1t2 t 3t 4 

We now define 

T 
(3) 

where the sum goes over all distinct trees. 1 Regarding 
T as a functional on 51' C1' 52' C2 , 00 0, we define 

SW"'OT/<5C1W, CW"'<5T/<55 1W. (4) 

Our central result is the following theorem. 

Theorem 1: Given the above definitions, the following 
re lations hold: 

SW=<5~1~)lc.c' C(~)=<5~t)ls.s' 
T=j) (5) + J(C) - fS(~)Cw. 

t 

We shall defer the proof (two versions) to 
appendices. 

(5) 

(6) 

(7) 

Corollary: Let the above definitions be modified as 
follows. Let 51' 52' 53' 0 0 0 all be functions of one argu­
ment For each tree T, let n(~1 000 ~" ) be defined by . s 
attaching 1;/ to the ith square, associating Sm (1;;) to the 
ith square where m is the number of attached lines, 
and aSSOciating C (~j 000 ~j ) to each circle (attached 

• 1 • 
to squares i1' , , i.). Obtain w from n as before. Re-
place (2) by 

(8) 
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Retain (1), (3), and (4). Then (5), (6), (7) are still 
true. 

This follows immediately from Theorem 1. For the 
values of w(T) and J (C) so obtained are the same as 
would have followed from the old definitions if the 5" 
had the form 

S"(~1'" ~n)=1i(~1°" ~n)S"(~1) (9 ) 

where <5 (~1 0 0 0 ~n) is a suitable product of Kronecker or 
Dirac 6's, depending on whether X is discrete or 
continuous. 

III. THE NUMBER OF CAYLEY TREES 

As a simple application of Theorem 1, we derive a 
theorem due to Lee and Yang2 on the number of doubly 
labeled Cayley trees of order l. Such a tree is just a 
simply connected graph composed of ( labeled points 
joined by I-I labeled lines. Letting Al denote the 
number of ways to do this, 3 Lee and Yang showed that 

-t A I (- X)I/(Z -1)! 2{ =D +%D2 
1.1 

(10) 

where 

DeD =x. (11) 

To reproduce this result from Theorem 1, we trans­
form Cayley trees into dual trees by inserting a square 
into each line, and replacing each point by a circle, as 
shown in Fig. 2, In this way we obtain only those dual 
trees in which all squares have order 2. We insure that 
all other dual trees have no value by setting 5n = 0 for 
n,* 2. We let the domain X consist of one point, so that 
all the Sn' Cn' S, C, are numbers instead of functions. 
We let 52 = - 1, and Cn = x, independently of n. Then 
we have nc=l, ns=l-l, and hence 

(T) 1 1 ()/-1 I 
W = IT (l _ I)! - x (12) 

for any dual tree T that corresponds to a Cayley tree of 
l points. It follows that T is just the left side of Eq. 
(10) . 

Putting our definitions of Cn' Sn into (1) and (2), we 
have 

~ 

j) (5) =6 n! -lxsn =xes , 
0 

J (C) = 2!-1(_ 1)C2 = - iC2 

and so (6) becomes 

5=-C, C=xes 

from which we immediately obtain (11) on setting D 

"'C. 

Now if we use (15) to write (13) as 

j) (S) = C 
and substitute, with (14) and (15), into (7), we obtain 

7"=C+ (-tc2)_ (- C)C 

which is equivalent to (10). 

R. Friedberg 
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(14) 

(15) 

(16) 

(17) 
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FIG. 3. Graphical expansion of G3 and G4 in terms of irreduc­
ible vertices rm and propagators G2• 

IV. THE GENERATING FUNCTIONAL OF 
IRREDUCIBLE PARTS 

For our second application, we have in mind any sys­
tem in which a sequence of Green's functions is gen­
erated by some functional g on an external field J. 

Suppose that we have symmetric functions 

G2(XU X2), G3(X1,X2,X3),'" 

where the x's may be position vectors in 3-space or in 
space-time, or may also contain intrinsic information 
(spin, etc.). We introduce a complementary sequence 
r 2(Xl'X2), r 3 (X p X 2 ,x3 ), etc. The first has a special 
definition 

r 2 = - G:;l (18) 

where the meaning of (18) is that 

.f r2(XUX2)G2(X2,X3) = -O(Xl'X3)' 
>2 

(19) 

The higher r's are uniquely defined as the irreducible 
vertex parts in a graphical expansion for the higher G's. 
That is, each Gn (n;,. 3) can be obtained from G2 and 
r 3' r 4' '00 by the following prescription: Take all 
poss ible unlabeled Cayley trees with n labeled end­
points, and with no vertices of order 2. Associate the 
variables Xl 0 0' xn with the endpoints in the specified 
order. In each tree, associate extra variables x;(i>n) 
with each insertion of a line into an internal vertex. To 
each vertex of order m, assign a factor r m(Xi1 ,Xi2 " •• , 

Xi)' To each line, assign a factor G2 (xP ''I). Integrate 
the product of all these factors over the Xi (i> n) and 
sum the result over all the permitted Cayley trees with 
n endpoints. The result is Gn (X 1 ,X2 ,.·. ,xn). 

Thus 

(20) 
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X G2(X7 , X lO )G2(X 1 , X 5 )G2(X2, X 6 )G2(X 3 , Xn) 

XG2(X4,X9) 

+ cyclic permutations on X 1 ,X2 ,X3 

(21) 

and so on. (See Fig. 3.) 

It is easily seen that if m is the order of a vertex, 

'6(m - 2) = n - 2 (22) 

and therefore only a finite number of trees contribute to 
Gn , involving only r 3 000 r n' and only one tree involves 
r n' Therefore r 3' r 4' ' " are uniquely determ ined by 
(20), (21), etc. 

Now let g and I< be the generating functionals 

(23) 

~ 

I«A)=6n!-1 r rn(x1'00 X )nA(x.). 
2 ' Xl. 0 • Xn n 1 1 

(24) 

It is a well-known theorem, 4 but one whose proof is 
usually indicated rather than given in detail, that g and 
I< are related by a Legendre transformation. That is, 
if we let 

A( ) _ og (J) 
x - M(x) , (25) 

then 

(26) 

We shall now obtain this result from Theorem 1. 

By combining (23) with (20), (21), etc., we obtain 
g (J) as a sum over all Cayley trees. In this sum, each 
m -vertex (m > 2) contributes a factor r . each line a 
G2 , and each endpoint a J. Any 2-verte; contributes a 
factor O. Only the endpoints are labeled. and we are to 
di vide by n! where 11 is the number of endpoints. The 
term of (23) with 11 = 2 is included naturally if we count 
the Cayley tree with one line and no vertex. 

We convert each Cayley tree into a dual tree as 
follows. First we insert a square into each line as in 
the previous section. The variables Xi are now asso­
ciated with the newly formed lines. 

The labeling of the endpoints renders all ns squares 
inequivalent. We may therefore label all the squares 
and compensate by dividing the value of each tree by 
ns !. since there are now 11s! as many labeled trees as 
before. 

The labeling of the squares now renders the endpoints 
inequivalent. Therefore we may drop the labeling of 
endpoints and compensate by omitting the factor n! -1. 

We now replace each vertex and each endpoint by a 
circle. All the circles are inequivalent because the 
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(a) 

I 2 X ,0, 3 4 

(b) 

I 2 X [2J 
3 4 3 4 

(e) 

'[Z2 
3 4 

2 

FIG. 4. Transformation of Mayer cluster graphs to dual trees. 
Note that (a) and (br give the same dual tree. 

squares are labeled. Hence we may label the circles 
and divide by nc! where nc is the total number of 
circles. 

q is now given as a sum over dual trees, and the 
contribution of each dual tree T can be identified with 
w(T) as defined in Sec. II, provided that X is the domain 
of the x's and 

(27) 

CO=C2 =0, CI=J, c n,"3=rn • 

Hence we may identify T with q, and S with A. [Com­
pare (25) with (4). J 

Putting (27) into (1) and (2), we have 

f)(S)=I J(x)A(x)+tn!-IJ r (xl"OO x)DA(x/) 
x 3 X1o"'X" n n 1 

and 

whence 

S(x) = I". G2 (x, x')C(x') 

by (6). Therefore, 

J (C) - Ix S(x)C(x) = - l( s(x)C(x) 

=-H S(x)1i(xl ,X3 )C(X3 ) 
Xl1"3 

on account of (19) with (30). 

(28) 

(29) 

(30) 

(31) 

If we add (28) to (31) and use (7), identifying q with T 
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on the left side and 5 with A on the right, we obtain the 
desired Eq. (26). 

V. MAYER CLUSTER EXPANSION 

It is well known5 that the pressure p and density p of 
a gas of short-range interacting particles obeying 
classical statistics are given in the thermodynamic limit 
by 

(32) 

where z is the fugacity and bl is defined as follows. 
Take l distinct (labeled) pOints and connect them by 
lines. Each pair of points may be connected by at most 
one line. Enough lines must be drawn to bind all l points 
into a connected graph or cluster; it need not be simply 
connected. Now assign a position rj to the ith point. To 
each line (j oining the ith and jth points) associate the 
quantity j(r/ - r J), where j is a certain temperature­
dependent even function of short range. Multiply the j's 
together, integrate with respect to all the r's over the 
volume V of the gas, sum over all clusters of l points, 
and divide by Vl!. The result approaches bl as V - 00 • 

Mayer and coworkers6 observed that any cluster can 
be uniquely resolved into (one or more) irreducible 
clusters joined together through common points in a 
Simply connected manner. An irreducible cluster is 
one which cannot be severed by the removal of any 
single point and the lines attached to it. They showed 
that if (k + l)-lj3k is the contribution of single irreducible 
clusters to b

k
+ l then the elimination of z from (32) yields 

(33) 

The same result can be obtained easily from the 
corollary to Theorem 1. 

We first show how each cluster of I points yields a 
dual tree with ns = l, unique except for the labeling of 
circles. Simply resolve the cluster into irreducible 
parts; for each irreducible part introduce a circle con­
nected by lines to each of the constituent points; erase 
all the original lines between points, and replace the 
points by squares with the same labels. (See Fig. 4.) 
There are now nc! distinct ways to label the circles­
distinct because the squares are labeled already. 

To a given tree may correspond more than one dis­
tinct cluster, because a circle with> 3 lines attached 
may represent any of a plurality of irreducible clusters. 
(See Fig. 4. a, b.) All the clusters that reduce to the 
same tree may be grouped into a species. 

To apply the Corollary, we take ~i as r i , the position 
of the ith particle; X as the space occupied by the gas; 
Sn(r) =z for all n, r; and Cn(r l , ••• , rn) = Wj(r i - r

J
), 

where the sum goes over all irreducible clusters of n 
points, and the product is over those pairs i, j joined 
by a line of the selected irreducible cluster. It is 
easily seen that for any tree T, the contribution of the 
corresponding species to zns bns is just (nc ! /V)w(T). 
Since the species yields nc! distinct trees, the com­
parison of (3) and (5) with (32) yields 

T=pV/kT, ](C)=pV. (34) 
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On the other hand, ] is given explicitly through (8) as 

](C)= f d 3rzexp[C(r)] 
v 

(35) 

and the use of (6) gives 

S(r)=z exp[E(r)]. (36) 

In the limit V - 00, the range of f remaining finite, the 
functions Sand E as determined by (4) or (6) will be r­
independent except for a negligible region near the 
boundary of V. Therefore (35) and (36) yield 

](C)= vs (37) 

and, from (34), 

(38) 

Finally, by comparing the definition of P
k 

with that of 
Ck +1 and using (1), we obtain 

D (S) = vi: (k + 1)-1p.Sk+1 
• =1 

(39) 

for any constant function S. Using (38) we have 

~ 

D (5) = V 6 (k + 1 )"1 i3
k

P"+1 
.=1 

(40) 

and uSing (6) we get 

(41) 

The substitution of (34), (38), (40), and (41) into (7) 
yields (33) directly. Also from (36), (38), and (41) we 
may solve for z, obtaining 

lnz = lnp - 6 {3.p" . 
k 

(42) 

The proof of Theorem 1 as applied to this example 
may be regarded as a relatively inefficient version of 
a derivation of (33) and (42) given by Uhlenbeck and 
Ford. 7 The advantage of the present treatment is that it 
places the result in a more general perspective. 

VI. OCCUPATION-NUMBER EXPANSION IN QUANTUM 
STATISTICS 

Lee and Yang8 found that the logarithm of the grand 
partition function for a system of interacting Bose 
particles could be expressed as the sum of connected 
diagrams ("primary O-graphs") formed as follows: 

Every line is directed; it begins at a vertex and ends 
at a vertex, possibly the same one. Every vertex has 11 

lines entering and n lines leaving, where n is a positive 
integer pertaining to the vertex; a I-vertex has 11 = 1, a 
2-vertex has n = 2, etc. Each line is associated with a 
momentum variable k. 

To evaluate a graph, we take a factor z for each line 
(z = fugacity) and a factor Yn(kij '" kin; k j1 ,·· kjn) for 
each n-vertex where i1' •• in are the indices of the in­
coming lines and j1· •• jn are those of the outgoing lines, 
and Y is a function whose form need not concern us ex­
cept that it is symmetric in the k/s, symmetric in the 
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k/s, and vanishes unless momentum is conserved, that 
is unless 

(43) 

We multiply all these factors together and divide by the 
symmetry number of the graph. Graphs differin~ only 
in the labeling of lines are not regarded as distinct. 

Let us regard z as a bare propagator for these lines. 
In an obvious way, Lee and Yang introduced a clothed 
propagator M(k), obtained by modifying a line of mo­
mentum I? with all possible insertions [see their Eq. 
(IV.21)J. They also defined a half-clothed propagator 
In(ll) by allowing only I-vertex insertions; thus 

(44) 

Physically, the quantity z"1M(k) -1 is the mean occu­
pation number of the particle state k. and z"1m (k) - 1 is 
that occupation number in the absence of interaction, 
but still under the influence of Bose statistics . 

After various manipulations, they found that the 
logarithm of the partition function could be written as 

P =6 In[z"lM(l?) J- 6 m (lc)"I[M(ld - m (I,'ll + P' (45) 
k 

where p I is the sum over all irreducible graphs, ex­
cluding I-vertices and replacing z with M(k) for each 
line. [See their Eq. (IV.33).] By an irreducible graph 
is meant one that cannot be severed by removing two 
lines. 

Our purpose in this section is to derive (45) from the 
Corollary to Theorem 1. The treatment can be adapted 
to Fermi statistics by trivial modifications. 

Other authors9
,10 have developed a field-theoretic 

graphical expansion for the logarithm of the partition 
function, more closely related to perturbation theory. 
From that expansion one obtains a formula [Eq. (47) of 
Ref. (9)] just like Eq. (45). However, each vertex then 
corresponds to a single application of the interaction 
Hamiltonian, whereas the vertices of Lee and Yang 
correspond to modified scattering matrices; and the 
variable k has not only the three momentum components 
but also a fourth energylike component that varies dis­
cretely in steps proportional to the temperature. 

The differences, however, between the formalism 
just described and that of Lee and Yang are completely 
inessential to what follows. Therefore the work of this 
section is equally applicable to both, although we shall 
use the notation of Lee and Yang. 

It is, on the other hand, essential here that k be con­
served at each vertex as expressed by Eq. (43). This 
restriction distinguishes the subject matter of this sec­
tion from that of Sec. IV, in which Ie-conservation was 
not assumed for the Fourier-transformed vertices. 

Before describing the reductlOn of graphs to dual 
trees, we need some preliminary results concerning 
the graphs themselves. 

Let us say that two vertices VI and V2 are well­
connected if the removal of any two lines from the 
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graph leaves VI and V2 still joined by a continuous path. 
Well-connectedness is clearly an equivalence relation. 

Let us say that two lines i and j are related if the 
graph falls into two parts when i and j are both re­
moved. By k-conservation, any two related lines must 
have the same k. But the converse also holds. For if i 
and j are not related, there must be a continuous path 
connecting the head of i to its tail, not traversing either 
i or j. Therefore it is possible to increment k j without 
incrementing kj' and still conserve k at each vertex by 
applying the same increment everywhere along this 
path. 

Since i and j are related if and only if they are re­
quired to have the same k, relatedness is also an equi­
valence relation. We shall call the equivalence classes 
families of lines. 

We now state a crucial topological lemma. 

Lemma: The lines in a family have a unique cyclical 
ordering such that the head of each is well-connected to 
the tail of the one following. 

The truth of this is intuitively evident, and it is used 
without proof in most treatments. For completeness we 
give a proof in Appendix C. 

With the help of this lemma, we can express the 
logarithm of the partition function as a sum over dual 
trees. The transformation from graph to dual tree will 
have two parts: first we shall transform each graph G 
into a circuit {{yaph J, and then we shall transform each 
circuit graph J into a dual tree T. 

We start by labeling all the lines in G. This yields 
n l ! I a distinct labeled graphs, where n l is the number of 
lines and a is the symmetry number. To compensate we 
divide by n1 ! instead of a in evaluating each graph. Thus 
the value of a labeled graph is n,! ZnlL(kl VG ({k}) where 
VG ({k}) is the product of the functions Y n for each n-ver­
tex and {k} represents the nl variables k. 

Next, we form J by identifying all vertices in G that 
are well connected, without destroying any lines. It 
follows from our lemma that the lines of each family 
nOW form a connected circuit, and for this reason we 
call J a circuit graph. 

We now define the value of J to be the sum of the 
values of all labeled G's that yield J under the foregoing 
operation. This sum may be evaluated from the struc­
ture of J in the following way. 

If we let P be the set of vertices in G that condense 
into one vertex P in J, then the topology of P and of all 
the lines attached to it is completely contained in the 
graph 1 that is formed by deleting all vertices of G not 
in P and all lines of G not attached to P, and connecting 
each line that leaves P with the related line that enters 
P. 1 is an irreducible graph, since each family has only 
one line. (The reverse transformation, from I to G, 
may be regarded as the plaCing of insertions on the lines 
of I.) 

It follows that G may be reconstructed from J if for 
each n-vertex P in J we are given the corresponding n­
line irreducible graph I in G. Since v(G) is just the 
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product of v(I) Over all P in J, we can write the value 
of J as n

l
! -IZn'L(kluJ ({k}) , where uJ ({k}) is the product 

of factors Cn (k1
o ," kn ) for each n-vertex P of J. It is 

now understood that each circuit (i. e., family) is 
assigned a variables k, and k1 """ kn are the variables 
assigned to the n circuits passing through P. The func­
tion Cn(J"I' 0 0 k n) is just the sum of vI(ki 0" 0 "n) over all 
irreducible graphs I. 

The reduction of G to J is equivalent to that described 
by Blochll in treating this problem. We now proceed 
to transform J into a dual tree T. 

First, we label all the vertices (let their number be 
nc) of J. This yields nc! different labeled circuit 
graphs, since each vertex is already specified uniquely 
as the head of some labeled line. We compensate by 
introducing an additional factor nc! -1 into the value. 
The vertices of J will be the circles of T, 

Next, we place a new element, a square, at the 
"center" of each circuit of J, and connect it by "new" 
lines to each vertex of the circuit. The variable k 
associated with the circuit can now be regarded as 
belonging to the square. Let ns be the number of 
squares-that is, the number of families in the orig­
inal graph G. We label the squares, increasing the 
multiplicity of structures by ns! since each square is 
already distinguished by the labeled lines of its circuit. 
We compensate by introducing a factor tis !-I into the 

I h · h' . b 1-1 r~l 1-1 n)' ({k}) va ue, w lC IS now gIven y tis' tic' n l · Z' '-'\klliJ ' • 

The final step is to erase the n l "old" lines, those 
forming the circuits of J. The remaining structure T 
is a dual tree since the "new" lines only join squares to 
circles and the removal of any line of T (corresponding 
to the removal of two successive members of a family 
of G) splits T into two parts. However, the erasure 
has reduced the multiplicity of structures by a factor 
calculated as follows. 

If we examine a square of tlth order in T, we find 
there are (n -I)! ways to order the tI neighboring 
circles cyclically, and hence (n - I)! ways to draw in 
the n "Old" lines of the circuit corresponding to this 
square. After all the "Old" lines have been restored, 
there are n l ! ways to label them, since each is already 
specified by the labeled square associated with its cir­
cuit and the labeled circle at its head. So the multiplici­
ty has been reduced by (ti -I)! for each square of nth 
order, as well as by an overall factor til!' To compen­
sate, we omit the factor ti,! -1 from the value and intro­
duce a factor (n - I)! for each square of nth order in T, 
in addition to the n factors z inherited from the "old" 
lines of the corresponding circuit. 

The value assigned to T is now identical with wT ' 

provided that we define 

(46) 

for n = 1,2, 000 , and So = O. The cyclical ordering factor 
(n - I)! is the distinguishing feature of this application 
and is the origin of the logarithm in (45). The whole 
transition from G to J to T is depicted in Fig. 5. 
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J 

--
(0) 

J T 

--
(b) 

---- -- ------,---- --- --- --- --
J' 

(c) (d) 

FIG. 5. Transformation of Lee and Yang's primary O-graphs 
to dual trees. (a) From labeled graph G to circuit graph J. The 
upper two vertices in G are wen connected and coalesce in J. 
(b) From circuit graph J to dual tree T (labeling not shown). 
(c) Another graph G' that yields the same J. (d) Another circuit 
graph JI that yields the same T. 

The derivation of Eq. (45) is now straightforward. 
From (2) with (46) we have 

~ 

J(C)=~ ~znC(k)n/n=~ In[l-zC(k))-l (47) 
n=l k 

and hence, from (6), 

If we write (47) and (48) in terms of S-that is, M­
we obtain 

J(C)=~ In[z-'M(k)] (52) 
k 

and 

(53) 

Substituting the last three equations into (7), we have 

T = 6ln[z-lM(k)] + p' + ~M(k)[z-' - m (kt'] 
k k 

-6M(k)[z-'-M(h)-'] (54) 
k 

=6ln[z-lM(k)l+P' +~[1-m(k)-lM(k)] 
k k 

which is equivalent to (45) since T is the logarithm of 
the partition function. 

In the discussion of Lee and Yang, a preliminary re­
duction was carried out by which the l-vertices were 
eliminated. We have deliberately bypassed this reduc­
tion in order to show the power of the dual tree method. 
However, we can obtain Eq. (45) just as well by applying 
the Corollary to Theorem 1 after the reduction has been 
carried out. 

The effect of the reduction is to replace Y1 with 0 and 
z with m(k) in evaluating the graphs. The sum of graphs 
found in this way must be augmented by a term we shall 
call P, to obtain the logarithm of the partition function. 
P 1 is the contribution of those original graphs containing 
only l-vertices. Thus 

p, =~6ZnYl(k)n=6In[1-ZYl(k)]-1 
, k k 

(55) 
=61n[z/m(k)l-1 

k 

on account of (44). 

In applying the Corollary to Theorem 1, we note that 
LJ (5) no longer receives the contribution of Eq. (50) 
since Y1 has been replaced with O. Therefore (51) be-

(48) comes 

Now, S is just the M of Lee and Yang. This can be 
seen either from Eq. (A3) of Appendix A or from Eq. 
(4), noting that M(k) is the functional derivative of the 
logarithm of the partition function with respect to a k­
dependent point insertion in the propagator. 

It follows, from (1) with our definition of Cn' that 

(49) 

where II denotes the sum over all irreducible graphs 
I having n lines. But (49) is just the quantity P' appear­
ing in (45), except that P I is restricted to graphs with 
no l-vertex. However. the only irreducible graph that 
has 1-vertex is the one consisting of one line, and its 
contribution to 1) (5) is 

6M(k)Y,(k)=6M(k)[z-'-m(k)-1] (50) 
k k 

on account of (44). Therefore 

j) (5) =P' + ~ M(k)[z-' - m (k)-1]. (51) 
k 
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j) (5) =P'. (56) 

Likewise, we must replace z with m(k) in (52) and 
(53). However, S is still the same as M. The expression 
for the logarithm of the partition function is now 

P, + T=6ln[z/m(k)]-1 + 6 l n[M(k)/m(k)1 
k k 

+P' -6M (k)[m(k)-'-M(l?)-1] 
k 

=6ln[M(k)/z] +P' +6[1-m(k)-lM(k)j (57) 
k 

which is the same as obtained before. 

VII. SUMMARY 

It must be understood that we do not claim to have 
obtained results unknown before, or even to have found 
shorter proofs ab initio. The frequent references to 
earlier treatments should make it clear that the proofs 
given here are not original. 
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What is original is the explicit unification of diverse 
theorems into a single statement which is proved once 
and for all. The statement of Theorem I is aesthetically 
simple and easily memorized. Once it has been 
mastered and the flexibility of the dual tree concept is 
understood, one may derive a variety of results with 
great facility, each of which would otherwise require a 
separate argument of some complexity. The applica­
tions include not only those exhibited in the preceding 
four sections, but others known to the author, and 
doubtless unknown theorems as well, pertaining to 
graphical expansions yet to be studied. 
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APPENDIX A 

We shall first prove an auxiliary statement analogous 
to Eq. (5), namely 

(AI) 

where nL is the number of lines in T. By a similar 
argument, slightly more complicated, we shaLL prove 
Eq. (5). Once (AI) and (5) are established, Eq. (7) 
follows immediately because of the relation 

ns + ne - ilL = 1 

true of any dual tree. 

(A2) 

[For completeness, we note that (A2) can be proved 
by induction on nL • If nL = ° it is obviously true. If nL 

> 0, remove an arbitrary line, and the tree wiLL fall 
into two parts, having IIi 1) and 11 ~2) lines, respectively, 
where n ~1) + nj,2) + 1 = nL . Since (A2) can be assumed 
true for each part, the number of squares and circles 
in the first part is ni, 1) + 1, and in the second is 11 ~2) 
+ 1, so that for the whole tree 11 s + ne = (ni, 1) + 1) + (11 ~2) 
+I)=nf)+1I~2)+2=IIL+1. QED 

This way of establishing Eq. (7) is the one used by 
Blochll for the system treated in Sec. VI of this paper. 

In order to prove Theorem 1, then, we need only 
establish (AI), (5), (6). For this purpose we introduce 
the rooted tree. which is a dual tree in which one 
square or circle (the root) has an extra line proj ecting 
from it, the other end of which is unattached. The 
value of a rooted tree is computed in the same way as 
that of an ordinary dual tree, except that the ~ -variable 
associated with the extra line is not summed over. 
Hence the value is a function of one variable ~. 

Thus, if T is an unrooted dual tree containing a 
square with three lines attached (cal! them i 1 , i 2 , i3) 
and T s is the rooted tree formed from T by attaching 
an extra line to this square, then lOT s (~) is formed 
from lOT by replacing the factor S3(~' ,~. ,~. ) with 

11 12 l3 

S4(~' ~i1' ~i2' ~i)' 
Let T s represent any rooted tree having a square for 
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root, and T e anyone having a circle for root. Then we 
assert that 

SW=6 wTSW, CW=6 WTeW 
~ Te 

(A3) 

where Sand C are defined by (4). 

To prove this, let T be any dual tree, containing lie 
circles in all. Then awT/a C1 (~) is the sum of terms, 
one for each circle of order 1, obtained by replacing the 
corresponding factor C1 (~) in lOT with a (~i' O. (We 
intend a Kronecker or Dirac 0 function according to the 
meaning of f /.) But the result of this replacement is 
precisely the function (l1e)-1U1Ts(~) where Ts is the 
rooted tree obtained by deleting the circle in question, 
but leaving the line to which it was attached. The factor 
(lIe)-l = (ne - 1) t / lie t arises from the fact that T s has 
only ne - 1 circles. 

In forming T s' it was necessary to relabel the re­
maining circles; let us specify that this was done so as 
to preserve their order. Thus, if the deleted circle 
bore the label j, then all circles with labels < j in T 
have the same labels in T s' while all circles with 
labels > j in T have those labels decreased by 1 in T s ' 
so that the labeling in T s is conser:uti ve. Then, if we 
add up all the terms of owT/o C1 (~), and sum over all 
possible T, we shall form every possible T s just lie 
times, one for each value of j from 1 to lie' (By ne , 
now, we mean one more than the number of circles in 
T s .) Thus 

6 ~ °CW(Tt ) =6 ne -.!...WT W (A4) 
T v 1 S TS ne s 

which is equivalent to the first part of (A3). The second 
part is proved similarly. 

We now prove (AI). Take any dual tree T, and any 
line in it. If this line is cut in two, we have two rooted 
trees T sand T e' Say that T contains n s squares and ne 
circles; T S' n~ squares and ng circles; and Te , n~ 
squares and ng circles. Then it is manifest that 

(A5) 

However, T sand T e had to be relabeled so as to 
make each one consecutive. Say that this was done so as 
to preserve ordering within each set n~, n~, n&, ng. 
Then, if we let T range over all dual trees and cut each 
line of T in turn, we shall generate each pair (Ts ' Te) 
just (ns!/n~!n~!). (net/ng!ngt) times, since that is the 
number of ways to divide the ns square labelS and the 
lie circle labels each into subsets of the right size 
(once this is done, T is uniquely determined by T sand 
T c), Hence the prefactors in (A5) cancel out and we 
have 

6 nLwT =6 6[ WT (~)WT (~), 
T TS Te / s e 

which in view of (A3) is equivalent to (AI). 

(A6) 

The proof of (5) is very similar. Let us define an Sm­
structure as a dual tree in which a square of order m 
has been specially marked, and the lines attached to it 
have been numbered from 1 to m. Let the value of an 
Sm -structure be just that of the original tree. Since a 
dual tree T, containing nSm squares of order m, can be 
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converted into an Sm -structure in ns m! ways, we have 
m 

where F m is the sum of the values of all S m - structures. 

To find F m' we note that each Sm -structure consists 
of m rooted trees Tf.: (i = 1· o. m) whose extra lines are 
inserted into the marked square. The value of the Sm­
structure is manifestly 

nmn(O! nmn<lHl, 
~t· !n~' Sm(~l"'~m)nWTb(~I) 

s· c· ~l"'~" 1 

(AB) 

in an obvious notation. As in the previous arguments, 
the prefactors are canceled by the number of S -struc­
tures that reduce to the same m-tuple (T~ 000 Te) upon 
consecutive relabeling. No complication arises from 
any topological identity among the various T d, since 
they are distinguished from one another once for all by 
the numbering of the m root-lines. 

Aside from this relabeling factor, the sum over Sm­
structures is equivalent to an independent summation 
over all the Tb, and we have 

(A9) 

Substituting into (A7), and comparing with Eq. (1), we 
have the first half of (5). The second half is proved in 
the same way. 

It remains only to prove (6). We define a rooted Sm­
structure as a rooted tree whose root is a square of 
order m + 1 (m, without the extra line) and in which the 
m interior lines attached to the root have been num­
bered from 1 to m. Its value is that of the rooted tree. 
It is then manifest, from (A3), that 

(A10) 

where F~ is the sum of the values of all rooted Sm­
structures. But an argument identical to the one that 
led to (A9) gives 

(All) 

Substituting (All) into (A10), and replacing m by n - 1, 
we have 

00 n-1 

5(1;) =?; (n -1)! J!l"o!"_lS"(~, ~1 00 0 ~"-1) ~ C(~i). 
(A12) 

On the other hand, if we evaluate BJ (C)/B C(~) di­
rectly from Eq. (2) and set C = C, we obtain the right 
side of (Al2). This proves half of (6); the other half is 
proved in the same way. The proof of Theorem 1 is now 
complete. 

APPENDIX B 

Here we shall give an alternate proof of Theorem 1, 
not using rooted trees but emphasizing the concept of 
infinitesimal variation. With respect to Eqs. (5) and 
(6), this proof may be regarded as a rewording of the 
one given in Appendix A, but with respect to Eq. (7) it 
is essentially different. In Appendix A the proof of (7) 
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depended on (5) and (AI) but not on (6). Here it will de­
pend on (6) but not directly on (5) and not at all on (Al). 

Our proofs rest on two preliminary assertions: 

(Bl) 

and similarly with S, C interchanged; and 

BT m_ 

BSm(~' 0 0 ~m) =m!-I~C(~i) (B2) 

and similarly with S, C interchanged. 

It must be understood, since Sm is restricted to be 
symmetric in its arguments, that BT/BSm(~l 0'" ~m) is 
also to be symmetric in the ~'s and satisfy 

(B3) 

for arbitrary symmetric infinitesimal functions BS
m

• 

To prove (B1), suppose that C1(~) is incremented in­
finiteSimally by 6 C1 (~). Then the first-order increment 
in wT is the sum of terms, each obtained by choosing a 
circle of order 1 and replacing C1 with B C1 for that 
circle. Each such term could also be obtained from a 
smaller tree T', from which the circle in question and 
its attached line have been deleted, by replacing 
Sm(~l 00 0 ~m) for the square at the other end of that line 
with (nc )-11 !Sm+1 (~, ~1 • 0 • ~m)B C I (~) where nc is the num­
ber of circles in T, 

Now if one sums over all terms coming from all 
choices of T, one obtains each T', with each square 
singled out, just nc times [see the proof of (A3) in the 
previous appendixJ so that the factor nc cancels out and 
one has 

BT=l,l, BT S (t t ) C (t) ~ BS(t t
m

) m+1 S'"I''' ~m B I" 
m '-'I'''l m "1

0

" S 

(B4) 

which yields (BI) upon elimination of the arbitrary in­
crement BC I • 

To prove (B2), we note that Sm can have only sym­
metric increments and that any symmetric function can 
be expressed as a linear combination of terms of the 
form n~ f(~i)' Therefore we need only consider an 
increment 

6Sm(~1 0 •• ~m) =nf(~) (B5) 
I 

where f is infinitesimal. 

The resulting increment in wT has a term for each 
square of order m, consisting of a product of m factors. 
Each factor is (apart from factorials) the value of a 
tree obtained by severing one line from the square, 
retaining everything on the other side of the line, and 
attaching the factor f(~I) to the severed end. 

In summing over T and over the choice of square, 
the factorials cancel out and leave a factor 1/ m! , as in 
the proof of (5) in Appendix A. However, the sum over 
each one-line factor is of the form J ~ f(~)p(~) where P is 
independent of m. It follows that 
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OS",(~~.7 •• ~"') =m!-l~ P(~I) (B6) 

and by setting m = 1 and using (4), we have P= C, so 
that (B2) follows. 

With (B1) and (B2) established, we can easily prove 
Theorem 1. First, substitute (B2) into (B1) and replace 
m with n - 1. This yields (A12) from which half of (6) 
follows as in AppendiX A. The other half is proved sim­
ilarly. 

Next, we introduce the short notation S",(%S",) for 
f {l oo.{", S'" (~l' •• ~m)[%Sm (~l ••• ~"') J. Multiplying (B2) by 
S"" summing over the ~'s and summing over m, we 
have, with the use of (2), 

0S .2.!...=](C). 
'" "'oSm 

(B7) 

On the other hand, if a tree T has ns squares then wT 

is homogeneous of degree ns in So, S1' ••• , so that by 
Euler's theorem 

'" Q5: L..J Sm S =nSwT · 
mOm 

(B8) 

Summing over T, and comparing with (B7) , we have 
half of Eq. (5); the other half is proved similarly. 

Finally, let us define the quantity 

(B9) 

and consider its variation when the S'" are changed 
infinitesimally. This variation has two parts: one part 
due to the variation of Sand C, which depend on the Sm 
through Eqs. (3) and (4), and the other part due to the 
direct role of the Sm in the definition of], Eq. (2). But 
the first part is just 

=0 (BlO) 

on account of (6). In other words, (B9) is completely 
stationary when regarded as a functional on C and 5, 
the Sm and Cm being fiXed and Eq. (4) being disregarded 
in the variation but satisfied at the stationary point. 

It follows that for all m we have 

5 ~-S (~) 
m oS - m oS --

m m S,C 
(Bll) 

We sum over m, noting that ] (C) for fixed C is a linear 
homogeneous functional on the Sm' and obtain 

'" oa -) 0S -==](C 
m m oSm 

'" 07 == L..J S m ;:s--
m V m 

on account of (B7). 

(BI2) 

Now let all the Sm be multiplied by the parameter u, 
varying from 0 to 1. Let the resulting values of Eqs . 
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(3) and (B9) be called 7(U) and a(u). Then clearly 

u.E.. =6S _0_ 
du '" "'oS., 

and (BI2) becomes 

d7(U) da(u) --=--
du du 

for all u. 

(Bl3) 

If u = 0 then all the Sm vanish, and the only tree that 
contributes to 7 is the one with a circle and no square: 

7(0) = Co' 

Putting (BI4) into (4), we find that S = 0 and hence 

a(O) =[) (0) = Co 

so that 

7(0) == a(O). 

(B14) 

(BI5) 

(B16) 

Integrating (B13) from 0 to 1, and adding (B16), we 
have 

(B17) 

which is equivalent to Eq. (7) since putting u= 1 re­
stores the original values of the Sm' 

The proof of Theorem 1 is now complete. This 
method of deriving Eq. (7) is essentially the same as 
that given by Lee and YangB for the quantum statistical 
system treated in Sec. VI of this paper, and adapted by 
Luttinger and Ward9 for the field theoretic formulation. 
A proof along these lines was given by Uhlenbeck and 
Ford7 for the Mayer cluster expansion dealt with in 
Sec. V. 

APPENDIX C 

We shall prove the topological lemma stated in Sec. 
VI. 

Let i be a line in the family F. If F contains no other 
line, the head of i is well connected to its tail, and the 
lemma is satisfied. Otherwise, let j be another member 
of F. When i and j are removed, the graph falls into 
two parts A and B, one of which (say A) contains the 
head of i (call it h) and the tail of j (call it t

1
). 

Now hi and lJ are connected through A and also out­
side of A. Hence if they are not well connected, they 
can be separated by the removal of two lines just one 
of which (call it j') lies in A. Now if we remove only 
j', hi and tJ are connected neither through A (since l' 
is removed) nor outside of A (since i is removed). 
Therefore j' is also related to i, and when i and j' are 
removed the graph falls into two parts one of which 
(A') is a subset of A and contains hi and fl ,. Replacing 
j, A with j' , A' in the foregoing argument, we continue 
until we arrive at a line i' that belongs to F and whose 
tail is well connected to the head of i. 

We may now replace i with i' in the foregoing and 
develop a sequence i, i', i", ••• of members of F, 
each having its head well connected with the tail of the 
next. Eventually the sequence must repeat, and there­
fore it contains a circuit H. It remains only to prove 

R. Friedberg 29 



                                                                                                                                    

that H contains all the members of F, and that its 
ordering is unique. 

Let p be a member of H, and q be a line not in H. 
The head of p is well connected to the tail of p', which 
follows p in H. Therefore this connection can be made 
so that it does not pass through p or q. Likewise the 
head of p' can be connected to the tail of p" without 
passing through p or q. In this way we can find a con­
tinuous path from the head of p to its tail, passing 
neither through p nor through q. But if p and q were 
related, this would be impossible, since it permits 
us to increment kt> and not kq • Hence H contains all the 
members of F. 

The ordering in H is unique apart from cyclic per­
mutations. For if the head of p were well connected to 
the tail of p(n), a circuit H' could be formed by deleting 
the lines p' ,p" ,- ••. ,p(n-l) from H. Then, if p(n)"* P', H' 
would not contain all the members of F, which has been 
proved impossible. 

*This research was supported in part by the U. S. Atomic 
Energy Commission. 

IEquivalently, we could drop the labels on the squares and 
circles-thereby reducing the number of distinct trees-and 
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calculate weT) by dividing not by ns Inc I but by (Ttn, the 
symmetry number of :the tree. For example, the twelve trees 
in Fig. 1 would reduce to two, each having (T= 2, and their 
total contribution to T would be the same as in our definition. 
That method is more convenient for evaluating T, but the one 
we choose is equivalent and seems better adapted to proving 
theorems. 

Our definitions allow trees consisting of a single square or 
circle and having the value So or Co. However, the theorem 
loses no generality in practice if it is restricted to So=Co=O, 
which means that these two degenerate trees are omitted. 

2T.D. Lee and C.N. Yang, Phys. Rev. 117, 12 (1960), Ap­
pendix C. 

31t is known that A2 = a-I) IZI-2, but this fact is not used either 
here or in Ref. 2. 

40. Jana-Lasinio, Nuovo Cimento 34, 1790 (1964). 
sH. Ursell, Proc. Camb. Phil. Soc. 23, 685 (1927); J. E. 
Mayer, J. Chem. Phys. 5, 67 (1937). 

6J.E. Mayer and P.F. Ackermann, J. Chem. Phys. 5, 74 
(1937), especially Eqs. (9)ff, (17), and Note in Proof; J. E. 
Mayer and S.F. Harrison, J. Chem. Phys. 6, 87 (1938), 
especially Appendix. 

70.E. Uhlenbeck and O. W. Ford, Studies in Statistical Me­
chanics edited by DeBoer andUhlenbeck (Interscienee, New 
York, 1962), Vol. 1, pp. 123ff, Sees. Ill. 2, 3. 

s.r.D. LeeandC.N. Yang, Phys. Rev. 117,22 (1960). 
9J.M. Luttinger and J. Ward, Phys. Rev. 118, 1417 (1960). 

10C. Bloch, Studies in Statistical Mechfl.nics edited by DeBoer 
and Uhlenbeek (Inter science, New York, 1964), Vol. 3, pp. 
7ff, and references cited therein. 

USee Ref. 10, Sec. 4.21. The connection with the Mayer 
cluster expansion is indicated on p. 133. 
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A new derivation of some fluctuation theorems in statistical 
mechanics 

David J. Vezzetti 

Physics Department. University of Illinois at Chicago Circle. Chicago. Illinois 60680 
(Received 17 June 1974) 

A simple derivation is given of some of the fluctuation theorems of statistical mechanics which relate 
integrals of molecular distribution functions to thermodynamic properties. The derivation employs the 
generating function for the probability P w(n) that a domain w contains n particles. Various forms 
of the generating function are derived. and each leads to a different form of the fluctuation 
theorems. 

I. INTRODUCTION 

In classical statistical mechanics there exist a num­
ber of well-known identities, commonly called fluctua­
tion theorems, which relate integrals of various molec­
ular distribution functions to the thermodynamic prop­
erties of the system. Derivations of these theorems 
usually proceed by functional expansions (or the use of 
testing functions), by graphical techniques or by com­
binatorial analysis. 1 

In this brief note, we give a new derivation of these 
theorems which utilizes only the most elementary ideas 
of probility theory. The derivation is based on the fact 
that the probability P w(n) that a domain w of space con­
tains exactly n particles is simply expressed in terms 
of the various distribution functions. The generating 
function for the P w (n) is then related to the grand par­
tition function of the system and the theorems follow by 
differentiation. 

Recently, Kac and Luttinger2 gave a derivation of an 
expression which relates the pressure of a system to 
the probability that a domain is empty, i. e., Pw(O). 
The present note essentially extends that work in that 
the fluctuation theorems require the use of the P w (n) 
for all n. 

II. BASIC DERIVATION 

Consider a system of particles described by a grand 
canonical ensemble at temperature (k(3)-l, absolute 
activity z and confined to a domain n of space. The 
modified molecular distribution functions 3 of the system 
are defined by 

PI(Xl>"" x t / [n], (3,z)= (iI.??, ... 5(Xi - rj ) • o. 5(xI - rj )\ , 
i 1,/ 

(1) 

where the average is taken over the grand canonical 
ensemble. Now let w be a subdomain of n. Then, from 
Eq. (1), we have immediately4 

(2) 

where nw is the number of particles in w, Next, we let 
P w (n) be the probability that exactly n particles are in 
wand form the generating function of the Pw(n), Thus, 

fwW='i5 ~npw(n)='i5'i5 (nln~)1 Pw(n) 
n=O n=O 1=0 1 I 

~ (ln~)1 ~ 
= ~ -Z-I- ~ n l Pw(n) 

1=0 n=O 

(3) 

This gives the generating function in terms of the modi­
fied molecular distribution functions. 

We now introduce the modified Ursell functions jl by 
their relation to the modified molecular distribution 
functions: 

Pi (Xi / z) = ji (Xi / z); P2 (Xl> X2 / z) = j 2 (Xi' X2 / z) + j I (Xi / z) 

+ j i (X2 / z); P3 (Xl' X2, X3 / z) = j3 (Xl, X2, X3 / z) 

+ j 2 (Xl> X2 / z) j i (X3 / z) + j 2 (Xl, X3 / z) j i (X2 / z) 

+J~(X2,X3/ Z)jI(Xi I z) 

+J~(XI / Z)jt!X2/ Z)jl(X3 / z), etc. (4) 

In general, PI is a sum of products of the form 
jiljl2' •• , such that the indices it. i 2, • •• sum to 1 and 
the 1 coordinates xl> ••• ,XI are distributed among the 
j; in all possible ways. Since, however, we require 
only the integral of PI for our derivation, we have 

fw PI(X1, ••• ,XI I z) d3
x" ••• d3

xI 

~ 1 I (1 1 ~ I 3) il 
L.J _ iIi t... 11 J i (Xi z) d Xl 

11.12' ••• -0 1 2 w 
(~ kl,,=I) 

(1 ( A )12 
X \21 J w J2(X2, X3 I z) d3x2 d3x3 ••. (5) 

Using this in Eq. (3), the sum over 1 yields the exponen­
tial function and we thus obtain for the generating 
function 

_ (~ (ln~)' ( A 3 3 ) 
fww-exp~-:: II JwJ/(Xl> ... ,Xllz)dxl.o.dXI' 

(6) 

It is now only a brief step to the first fluctuation 
theorem, since if we set w = n then the Po (n) are given 
by 

(7) 

where Zn and Q are the canonical and grand canonical 
partition functions. Now forming the generating func­
tion for the porn) as given by Eq. (7) and using Eq. (6), 
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we have 

1; W = Q(~z) 
o Q(z) 

=exp (t 
V=1 
~r~ I 3 3) 11 Jo ]1 (XI, ... ,Xl z)d XI··· d Xl • 

(8) 

Differentiating the logarithm of Eq. (8) with respect to 
ln~ and setting ~ = 1, we obtain 

aSlnQ(z) _ ( ~ I 3 3 
a(lnz)S - )o]s(Xt. ... ,Xs Z) dXl ... dxs, (9) 

which is the desired theorem. For s = 1 and 2, Eq. (9) 
yields the mean number of particles and the compressi­
bility equation of state in the well-known way. For 
s = 3, ... , higher derivatives of the compressibility are 
expressed in terms of the integrals of higher molecular 
distribution functions. 

A related theorem can be derived by using the form 
of the generating function given by Eq. (3). Thus, dif­
ferentiating with respect to ln~ and setting ~ = 1, we 
obtain 

III. OTHER FORMS OF THE GENERATING FUNCTION 

Two additional forms of the generating function and 
the associated fluctuation theorems can be derived 
by using the ordinary mOlecular distribution functions 
and Ursell functions. For these, it is easiest to begin 
in a canonical ensemble of N particles. The ordinary 
molecular distribution functions are defined by5 

piNl(X!>o •• ,Xl)=( t/ 5(Xl-ril)··· 5(Xl~ril)) 0 

i1"oo, i l =1 

(11) 

Here, the prime on the summation indicates that no two 
of the indices ii' i 2, • •• are equal. We now introduce the 
characteristic function of the domain w by 

Gw(x) = {1, XE w (12) 
0, XE w. 

We then find for the probability of n(~ N) particles in w: 

(13a) 

and 

P ~Nl(n) = nl(~~ n) I (VI Gw(Xj) Jb+l (1- GW(XJ)~ 
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(n '" 1, ., . ,N). 

(13b) 

The generating function (still in the canonical ensemble) 
is now 

(14) 

We can now go over to a grand canonical ensemble by 
multiplying Eq. (14) by Po (N) [as given by Eq. (7)] and 
summing over N. Thus, 

(15) 

Now the Ursell functions] I are defined from the PI 

in the same manner as the jl are defined from the PI' 
Thus, using the same procedure as before, we have 

(16) 

From these two forms of the generating function, two 
fluctuation theorems are easily obtained by setting 
w = n, differentiating with respect to ~ and setting ~ ~ 0, 
Thus, from Eq. (15) 

~ aSQ(z) = [ 3 
Q(z) az s In Ps(Xl, ••• , Xs I z) d3Xl •• d X S ' (17) 

and from Eq. (16) 

S aSlnQ(z) _ [ I ) 3 3 
Z az s - 10 ] s(x!> • •• ,xs z d Xl. 0 0 d xS· (18) 

Thus, each of the four forms of the generating func­
tion [Eqs. (3), (6), (15), and (16)] leads to a fluctuation 
theorem. 

As a final brief comment, we might add that two 
expansions for the pressure of the system can be ob­
tained from Eqs. (15) and (16). For, by the usual pre­
scription, we have 

F3P(z) = lim vI InQ(z), 
v·oo 

(19) 

where V is the volume of n. However, from Eq. (7) we 
see 

InQ(z) =-lnPo(O) =-lnfo(~ =0). (20) 

Thus, we obtain 

. 1"""" (- 1)1 i I 3 3 (3P(z)=- hm - u -- JZ(Xb""XI Z)dXl'" rlXI 
v~ 00 V 1=1 l! (l 

(21) 
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or 

,ap(z) = - lim 1. 
v.~ V 

(22) 

Equation (20) relating the pressure to the probability 
that the domain n is empty has been derived recently 
by Kac and Luttinger2 in the canonical ensemble. The 
result in the grand canonical ensemble is, as we see, 
completely trivial. The resulting derivation of Eqs. (21) 
and (22), however, appears to be considerably simpler 
than many of the alternative treatments found in the 
literature. 
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tsee , e.g., J.L. LebowitzandJ.K. Percus, J. Math. Phys. 
4, 1495 (1963); S. A. Rice and P. Gray, The Statistical 
Mechanics of Simple Liquids (Interscience, New York, 1965); 
J. K. Percus in, The Equilibrium Theory of Classical Fluids, 
edited by H. L. Frisch and J. L. Lebowitz (Benjamin, New 
York, 1964); M. Green in, Lectures in Theoretical Physics 
(Interscience, New York, 1960), Vol. 3. 

2M. Kac andJ.M. Luttinger, J. Math. Phys. 14, 583 (1973). 
3Definitions of the various distribution functions are given by 
J. K. Percus, Ref. 1 or J. L. Lebowitz and J. K. Percus, 
Ref. 1. 

4The dependence of Pion nand (3 is surpressed for notational 
convenience. 

5The superscript (N) is used to denote functions in a canonical 
ensemble of N particles. When no superscript is used, as in 
Sec. II, the functions refer to a grand canonical ensemble. 
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Gravitational and electromagnetic radiation in Kerr-Maxwell 
spaces 

Robert W. Lind""!" 

Department of Physics, Florida State University, Tallahassee, Florida 32306 
(Received 24 June 1974) 

The class of Kerr-Maxwell spaces is defined. This class consists of regular electrovac spacetimes in 
which a geodesic, diverging, shear-free principal null vector field of the Weyl tensor coincides with a 
principal null vector field of the Maxwell tensor. It is shown that this class admits no 
Petrov-Penrose type III or type N solutions. It is also shown that the most general nonradiative 
solution is the Kerr-Newman metric. 

1. INTRODUCTION 

We have recently shown1 that a class of solutions to 
the real Maxwell equations exists which can be viewed 
as arising from a monopole moving along a complex 
world line in complex Minkowski space. These solu­
tions are called complexified Lienard-Wiechert solu­
tions (CLW) and are characterized geometrically by the 
fact that the Maxwell tensor possesses a principal null 
vector field (p. n. v. f.) which satisfies the following 
conditions: 

(i) The p. no v 0 f. is the tangent field to a congruence 
of null geodesics; 

(ii) the po no v. L has non-vanishing divergence; 

(iii) the shear of the p. novo f ° vanishes. 

We have also shown1 that the class of regular, alge­
braically special type II, twisting (Kerr-typeZ

) metrics 
in Einstein's general theory of relativity is the natural 
analog of the class of CLW solutions in that a p. n. v. f. 
of the Weyl tensor satisfies conditions (i)- (iii). 

Because of the strong analogy between the C LW 
Maxwell fields and the Kerr-type gravitational fields 
it is only natural to unite the two and form the following 
class of electrovac spacetimeso 

Definition: A Kerr-Maxwell space is a regular elec­
trovac spacetime in which the Maxwell tensor possess­
es a p. n. v. f. satisfying conditions (i)-(iii). 

By a corollary of the Goldberg-Sachs theorem3 the 
Weyl tensor is then algebraically special with a degen­
erate p. n. Vo f. coincident with the po n. v. f. of the 
Maxwell tensor, If the p. n. Vo f. of the Kerr-Maxwell 
space satisfies a fourth condition in the real space that 

(iv) the twist (or cur 1) of the p. no Vo L vanishes, then 
then one obtains the class of regular Robinson-Traut­
man-Maxwell electrovac solutions. 4 

In the next section we present a summary of the 
Kerr-Maxwell metrics in the Newman-Penrose5 

formalism and define the condition of regularity. In 
Sec. 3 we show that the Kerr-Maxwell class possesses 
no type III (or type N) solutions. In Sec. 4 we show that 
With the exception of the Kerr-Newman6 metric (the 
Kerr, Reissner- Nordstrom, and Schwarzschild metrics 
are also included, being special cases of the Kerr­
Newman metric) systems described by Kerr-Maxwell 
solutions must be radiative. 

The Kerr-Maxwell spaces can be viewed as repre-

senting the gravitational and electromagnetic fields pro­
duced by a charged source moving along an arbitrary 
complex timelike world line in a complex space. 1 How­
ever, all of the work in this paper will be done entirely 
in the real space. Although the complexified Lienard­
Wiechert solutions to the Maxwell equations in complex 
Minkowski space are referred to briefly in Sec. 2, this 
is only for the purpose of providing additional physical 
insight into the regularity condition, which is imposed 
in the real space. 

2. THE KERR-MAXWELL METRICS 

In this section we present a brief review of the spin 
coefficient formulation of the Kerr-Maxwell metrics. 

In a four-dimensional Riemannian manifold with sig­
nature (+,-, -, -) a null tetrad Zal"= (Z", n", ml"' ml") is 
introduced composed of two real (Z, n) and two complex 
(m, m) null vectors satisfying 

lon=-IJI·m=l, (2.1) 

all other scalar products vanishing. Equation (2.1) im­
plies the completeness relation 

From the tetrad one can define the Ricci rotation 
coefficients 

and the spin coefficients 

K= l,,; vm"lv, 

p= Z,,;vm"mv, 

v=-n,,;vm"nv, 

/J.=-n,,;vm"mv, 

r;= l,,; v1nl"m v, 1\ = - nl";vm l"1nv, 

T=l/J.;vm"nv, rr=-nl";vml"lv, 

a= -Hll";vnl"mv - ml";vm"mV), 

{3 = ~(l,,; vnl"1I1v - 1111";vm "mV), 

y= ~(ll";vnl"nv - ml";)i11"nV), 

E = ~(ll" ;vl11"ZV - 1111" ;vml"ZV). 

(2.2) 

(2.3) 

(2.4) 

The tetrad components of the Weyl tensor are defined 
by 

'*'0 = - CI"vpcrZI"mVZPm cr, 

'*'1 = - CI"vpcrZI"nvlPm cr , 

'*'2 = - CI"vpcrml" nVl" mcr
, 

(2.5) 
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>Ir3 = - C,."p"m"n"lPn", 

>Ir,= - C,."p"m"n"mPn". 

Similarly for the Maxwell tensor we have 

<po=F,."Z"m", 

<PI = iF,. ,,(l" n" + m"m"), 

<P2 =F,."m"n". 

Directional derivatives have the form 

D¢ ==¢;,.l", a¢==¢;,.n", 

15¢ == ¢;,.m", '5¢ == ¢;,.m" . 

(2.6) 

(2.7) 

The spin coefficient formalism then consists of four 
sets of first order differential equations (equivalent to 
the coupled vacuum Einstein-Maxwell equations) for the 
four sets of variables: the spin coefficients, the Weyl 
tensor components, the Maxwell tensor components and 
the tetrad or metric components. 

The formalism can be readily adapted to yield the 
Kerr-Maxwell solutions by simply choosing the null 
vector field 1 to be a p. n. v. f. of the Maxwell tensor 
satisfying conditions (i)-(iii). Thus, 

(F"" + i* F" ") l" ex: Z" 

or, equivalently, 

<Po=O, (2.8) 

and, in terms of spin coefficients, conditions (O-(iii) 
become 

(i) K = 0, 

(ii) p +lNO, (2.9) 

(iii) a= 0. 

These assumptions [(2.8) and (2.9)] in turn lead to the 
result that Z must be a degenerate p. n. v. f. of the Weyl 
tensor satisfying 

C,."p ["lTll"lP = 0, 

or, equivalently, 

>IrO=>Ir1 = 0. 

We also introduce a null coordinate system x" 

(2.10) 

= (u, r, 1;, f), associated with the null tetrad such that 
r is an affine parameter along the null geodesics 
(labelled by u, l:, f) to which 1 is tangent. 

The four sets of equations may now be integrated 
under the above assumptions. Because the details al­
ready appear elsewhere,7 we simply quote the results 
here. 

The tetrad components of the Weyl tensor have the 
form 

>IrO=>Irl = 0, 

>Irz = >Ir~p3 + 2k<Pf¥fp p3, 

>Ir3 = >Irgpz + >Ir~p3 + >Ir~p' + k~f p(D<P2), 

>Ir 4 = >Ir~p + >Irlp2 + i>Ir~ p3 + t>Ir:p4 + t>Irl p5 

+ kifp[ -¥:p2 + -¥: p3 + >Ir~ p4 + -¥: p5], 
with 
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(2.11a) 

(2.11b) 

(2.llc) 

(2.11d) 

o • 
-¥3 =CioR + LR, 

-¥~ =~o-¥~ + 14t~ + 3L>Ir~, 
-¥~= 3i-¥g[~0~ + (I~)'], 

-¥~=k, 
1 11'" 0 -'0 ..!. 0 

-¥, = OO-¥3 + L-¥3 + 4L-¥3' 
.T.2 "P: 1 - • 1 ..!. 1 
'1'i = O-¥3 + L-¥3 + 5L-¥3 

+ 4i-¥g[~0~ + (I~)'], 
3 11'" z -'Z ..:. z >Ir, = OO-¥3 + L-¥3 + 6L-¥s 

+ 6i~[~0~ + (I~)'], 

>Irl = 8i>lt~[~0~ + (I~)'], 

>Ir: = ~o<Pg + I.£~ + 3L<Pg, 

-¥~ = ~0<P~ + I.£~ + 4t<P~ 
+ 2i<pn~0~ + (L~) '], 

>Irl = ~0<P~ + r.£~ + 5t<P~ + 4i<PH~o~ + (r~) .], 
~ = 6i<P~[~0~ + (r~) ']. 

(2. 12a) 

(2. 12b) 

(2. 12c) 

(2. 12d) 

(2. 12e) 

(2. 12f) 

(2. 12g) 

(2. 12h) 

(2.120 

(2. 12j) 

(2. 12k) 

(2.121) 

The tetrad components of the Maxwell tensor are 

<PO= 0, 

<PI = <pf pZ, 

<Pz = <P~ p + <P~ p2 + <P~ pS, 

with 

The spin coefficients become 

K=E:=1r=a=T=A=O, 

p=- (r+i~)-t, 

Q = t(~o logP 0 + 2i) p, 

i3 = - i(Cio logPo) p, 
')'= i>Ir~ p2 + k<pf¥l pp2, 

IJ.= (Ci~+ LN) p + t>Ir(~ +pp) + Mfilpp2, 

1/ =N + -¥g p + i-¥~pz + t-¥~ pS + kif p( <pz), 

with 

L=-Cio¢/¢, 

2i~ =CioI + Li - ~oL - IL, 
N= ~o logPo + t, 
R = "8"oN + IN + ~ - 2N~0 logPo, 

where 

Po=t(l+l;r), 

¢ = ¢(u, t, f). 
The metric may be written in the form 

ds2 = 2(ln - mm), 
with 

l= l,.dx" =du- (L/2Po) dt - (I/2Po) dr, 

n=n,.dx" 

Robert W. Lind 

(2. 13a) 

(2. 13b) 

(2. 13c) 

(2. 14a) 

(2. 14b) 

(2. 15a) 

(2. 15b) 

(2. 15c) 

(2. 15d) 

(2. 15e) 

(2. 15f) 

(2. 15g) 

(2. 16a) 

(2. 16b) 

(2. 16c) 

(2. 16d) 

(2. 16e) 

(2. 16f) 

(2.17) 

(2. 18a) 
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=dr + (tPo)(i(r- iL) +i(~oL +Lt + 2.iL}]d/; 

+ (tPo)[I(r + iL) - i('3"oL + L~ + 2:EL} dE 
+[1 +t(~oi +LL + '3"oL +LL) 

+ t(>¥~ P + ~~p) + k<l>~¥f pp] l"dx" , 

111 = 11IJJ,dx" = - (l/2Po p) dI, 

m =mJJ,dxJJ, =- (l/2Pop) d/;. 

(2. 18b) 

(2.18c) 

(2. 18d) 

Finally <l>~, <l>g, and >¥g must satisfy the differential 
equations 

o 0 0 0 0 
~0<l>1 + L<l>l + 2L<l>1 = 0, 
·0 0 ' 0 ' 0 

<l>1 = ~0<l>2 + L<l>2 + L<l>2' 
o • 0 '0 0-0 

~O>¥2 + L>¥2 + 3L>¥2 = 2k<l>1 <l>2' 
·0 0 ·0 • 0 0-0 

>¥2 = tiO>¥3 + L>¥3 + 2L>¥3 - k<l>2<l>2, 

(2. 19a) 

(20 19b) 

(2,20a) 

(2,20b) 

with 

1m [>¥~- (tio+L :J (tio+L o~{) ('3"oL+II) ] =0. 

(2.21) 

In all of the preceding results a dot above a quantity 
denotes (il/ou) [for example, £= (oL/ou)], ti~ is the 
operator edth (ti)8,9 applied to the unit sphere and k is 
related to the Newtonian gravitational constant G by 
k= 2G. 

Before we can obtain the class of Kerr-Maxwell 
metrics, the further condition of regularity must be 
imposed. First we introduce the quantity X(cp, /;, I) de­
fined implicitly from Eq. (2. 16f) by 

u=X(cp, /;, 'f), (2.22) 

Then we define the complex function V(cp, 1;, I) by 

V(d:>, 1;, I) ,=X'(cp, 1;, I) '= ;P_1(U, 1;, 'f), (2.23) 

where the prime denotes the partial derivative with 
respect to ¢. Now, the regularity condition may be ex­
pressed in terms of V.as follows: 

(v) The function V(d:>, 1;, 'f), defined by Eq. (2.23), 
must be a smooth, bounded function on the sphere, hav­
ing no zeros in the real spacetime. 

Now we are ready to give another definition of Kerr­
Maxwell spaces equivalent to the one given in Sec. 1. 

Definition: The Kerr-Maxwell space is obtained as 
follows: Choose one complex function cp(u, 1;, I), such 
that condition (v) is satisfied, and three complex func­
tions <l>f(u, 1;, 'f), <l>~(u, 1;, I), and >¥~(u, 1;, 'f), which are 
regular solutions to the differential equations (2.19)­
(2.21). Then the Weyl tensor, Maxwell tensor, and 
metric are given by (2.11), (2.13), (2.17), and the 
auxilliary equations given above. 

The regularity condition (v) can be interpreted as 
placing a physical restriction on the class of solutions, 
so as to only include those representing gravitational 
and electromagnetic radiation emanating from bounded 
sources moving along timelike world lines. The possi­
bility that the world line in question may be complex is 
also allowed in order to include sources possessing 
intrinsic angular momentum. 1,10 
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To get a better feeling for what the condition means, 
let us consider the class of complexified Lienard­
Wiechert solutions1 to the Maxwell equations. The class 
of CLW fields consists of regular solutions to Eqs. 
(2.19) in complex Minkowski space such that condition 
(v) is satisfied. Each CLW solution represents the 
electromagnetic radiation field produced by an electric 
monopole moving along an arbitrary complex "timelike" 
wor ld line ~JJ, (¢). In this case the function X is directly 
related to the world line by X(cp, 1;, n == ~JJ, (cp)Z" (1;, I). 
The condition that the complex world line be "timelike" 
has been provided by condition (v). For a real world 
line this definition coincides with the usual one, i. e. , 
for a real world line, condition (v) - e"(¢H~(¢) '. 0. 

In the Robinson-Trautman-MaxweU limit to the 
Kerr- Maxwell solutions (i. e., when the p. n. v. f. satis­
fies condition (iv) on the real space) condition (v) re­
duces to the regularity condition used by Derry, 
Isaacson, and Winicourll for the Robinson-Trautman 
solutions. 

It is clear from Eq. (2.16a) that one still has the 
freedom ~n a Kerr-Maxwell space to choose a new 
function cp equal to any analytic function of the old cp, 

(2.24) 

The Lorentz transformation freedom represented by 
the fractional linear transformations on ~ 

/;= (a/; + b)/(c1; +d), ad-bc*O, (2.25) 

also remains at our disposal. 

3. TYPE '" (N) KERR-MAXWELL SPACES 

In this section we prove the following theorem. 

Theorem I: The most general Petrov-Penrose type 
III (type N) Kerr-Maxwell space is flat empty space. 

Proof: Type III Kerr- Maxwell spaces are charac­
terized in the spin coefficient formalism by 

>¥2 = 0. (3.1) 

From (2. llb) we see that this implies that 

<l>f= 0= >¥g. (3.2) 

It is convenient to rewrite the surviving differential 
equations (2. 19b) and (2. 20b) using the independent 
variables cp, ~, I rather than u, 1;, I. The equations 
become 

ti'o(<l>gV) = 0, 

ti/O(V20~ R) = k<l>~~gv2, 

(3.3) 

(3.4) 

where t5'o is t5 0 holding ¢ constant. The regularity con­
dition implies that the functions V, <l>g, and R have the 
following expansion in spin-weighted spherical 
harmonics8•9

: 

~ I 

V=.B .B a1m(cp) oY1m(l;, n, (3,5a) 
1=:0 m= .. l 

~ I 

<l>g=.B .B b1m(cp) -l Y lm(/;, fl, (3.5b) 
1,1 m'_1 

(3,5c) 
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By using the properties of spin weighted functions 
and the edth operator, B it is possible to show the 
following: 

Given a function 'I7.(CP, 1;, Fl expandable in spin s 
sperhical harmonics, 

~ I 

77.= ~ ~ 'I7~m(cp) .Y1m(l;, I), 
1= 1.1 m._1 

the equation 

(')~ 77.= ° 
has the regular solution 

'17. = ° (5 < 0), . -
'17.= ~ rfsm(cp).y.mU:,&-) (s>-.O). 

m:::-s 

Equation (3.7) can be rewritten as 

00,. [1).(1 + &-Fl'] I =0, 
b tP=const 

which has the solution 

77.(1 + tFl'= F(cp, Fl, 

(3.6) 

(3.7) 

(3.8a) 

(3.8b) 

(3.9) 

where F is an analytic function of I. By (3.6) 1). is a 
bounded function on the sphere. When s < 0, the left­
hand side of (3.9) is also bounded on the sphere. The 
only choice for F which satisfies this condition is zero 
and we have (3. Ba). When s >-. 0, nonvanishing bounded 
solutions for 77. of the form 

(3.10) 

are possible, and from the definition of the spin 
weighted sperhical harmonics we find that (3.10) is 
equivalent to (3. 8b). 

Applying these results to Eqs. (3.3) and (3.4) and 
using the fact from condition (v) that V *0, we see im­
mediately from (3.3) that 

cI>g = 0, (3.11) 

so that the electromagnetic field vanishes, and then 
from (3.4) that 

(')~R=O. (3.12) 

Since >¥~ = (')0 R + LR = (')~ R= 0, we see from (2.11) and 
(2.12) that the solutions must be type N. But R has a 
spin weight - 2 so that (3. 12) has the solution 

R -= 0, (3.13) 

and we are left with flat empty space. 

4. NON RADIATIVE SOLUTIONS 

We have already shown7 that the most general Kerr­
Maxwell solution for which R = ° (equivalent to the 
vanishing of the Bondi news function) and cI>g = ° is the 
Kerr-Newman metric. 6 In this section we obtain the 
same result using the weaker condition >¥g = R = ° and 
at the same time generalize a result of Derry, 
Isaacson, and Winicour by proving the following 
theorem. 

Theorem Il: The most general Kerr-Maxwell solu­
tion having vanishing radiative O(r-1

) part of the 
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Riemann tensor and Maxwell tensor is the Kerr­
Newman metric. Thus, a Kerr-Maxwell solution is 
either radiative or one of the following exact solutions: 

(a) Kerr-Newman metric [po n. v. f. l satisfies con­
ditions (i)-(iii} and Maxwell field does not vanish], 

(b) Kerr metric [1 satisfies conditions (i}-(iii), 
Maxwell field vanishes], 

(c) Reissner-Nordstrom metric [Z satisfies condi­
tions (i}-(iv), Maxwell field does not vanish], 

(d) Schwarz schild metric [1 satisfies conditions (i)­
(iv), Maxwell field vanishes], 

(e) empty flat space. 

Proof: The condition that the radiative parts of the 
Riemann and Maxwell tensors vanish is 

>¥~=R= 0, 

cI>g = 0. 

(4.1a) 

(4.1b) 

We wish to find the most general regular solution to 
Eqs. (2.19) and (2.20) such that (4.1) holds. Once again 
we change our independent variables from u, 1;, I to 
cp, 1;, I so that the equations have the form 

l5~(cI>rV2) = 0, 

cI>f' = 0, 

(')~(>¥gVS) = 0, 

>¥g'v = (')'o(y2(')o R), 

(4.2a) 

(4.2b) 

(4.2c) 

(4.2d) 

where, as earlier the prime denotes differentiation with 
respect to cp, (')~ is l5 0 holding cp constant and (,)~R= (')oR 
since R=R(t, Fl only. 

The condition R = ° becomes 

[(l5~V)/V]' = ° 
or 

(4.3) 

Since it has already been shown7 that the case cI>g = R = ° 
leads to the Kerr-Newman metric, it will be sufficient 
for us here to simply show that (4.2) and (4.3) lead to 
R=O. 

Equation (4. 2a) can be written as 

(,)~cI>r = - 2cI>r(')~ logY. 

Differentiating with respect to cp and using (4. 2b), we 
obtain the result that 

cI>f(')~(V' IV) = 0. 

Either 

cI>f=o (4.4) 

or 

(')~(V'IV) = 0. (4.5) 

Suppose cI>f = 0. Equation (4. 2c) can be written as 

l5~ >¥g = - 3>¥~l5~ logY (4.6) 

and (4.2d) as 

(4.7) 
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Differentiating (4.6) by 1/>, operating on (4.7) with t5~, 
and equating the two results yields 

6(15~logV)t5~ R + 6(t5~ logV)2 t5 oR + 3>Itnt5~(V' IV)]lv 

+i5~R+2Ri5oR=0. (4.8) 

Differentiating (4.8) with respect to I/> and using (4.7) 
yields 

H'==O, 
where 

H '" (>It~)3[ i5 ~(V' IV)]lv 

(4.9) 

= [V~va]3[y215~(V' IV)] V-12 • (4.10) 

Operating on H with t5~ and using (4.2c), (4.3), (4.9), 
and (4. 10) then gives us 

i5~H== 15oH=-12Hi5~logV, (4.11) 

and finally after differentiating (4.11) by I/> we obtain 

- 12Hi5~(V Iv) = O. 

Either v~= 0, which we reject since it leads to flat 
space by Theorem I, or (4.5) must hold whether ~f van­
ishes or not. 

or 

Equation (4.5) has the regular solution 

V'IV=!(I/», 

V= exp[g(l/» + h(l;, I)]. 
Under the freedom (2. 24) 

V - if = V IG/(I/», 

so that this can be used to put 

V= V(b, I). 
Equation (4. 2c) has the regular solution 

vg =M(I/»/va, 

(4.12) 

(4.13) 

(4.14) 

and substitution of this into (4.2d) using (4.13) yields 

M'lv2 = i5 o(y2.i5 oR). 
Differentiating with respect to I/> gives us 

M"(I/» = 0, 
or 
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(4.15) 

M'(I/» = const. (4. 16) 

The quantity y2i5 oR has spin weight minus one so that 
integration of (4.15) over the sphere8,9 yields 

If dl;d'f 
M V2(1 + 1;, 1;)2 == 0. 

The integral cannot vanish by condition (v) so that 

M'==O, (4.16') 

and (4.15) becomes 

i5 o(y2i5 oR) == 0, 

for which the only regular solution is 

R==O, 

and the theorem is proved. 
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Stationary Kerr-Maxwell spaces* 
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We consider algebraically special electrovac spacetimes in which a diverging, geodesic, shear-free (but 
twisting) degenerate principal null direction of the Weyl tensor coincides with a principal null 
direction of the Maxwell tensor. All stationary solutions of this class are solved exactly and found to 
be of Petrov-Penrose type D, the most general regular stationary solution being the Kerr-Newmann 
metric, 

1. INTRODUCTION (2.2) 

In this paper we begin by considering the class of -It 3 = _ C "V PrIm "nv lPncr, 
electrovac spacetimes in which a prinCipal null vector 
field 1 of the Maxwell tensor satisfies the following three >V4 = - C "vpam "'nvmPn

a
, 

conditions: and 

(i) I is the tangent field to a congruence of null ipo=F,,)"m V , 

geodesics, 
(ii) I has nonvanishing divergence, 
(iii) the shear of 1 vanishes. 

Bya corollary of the Goldberg-Sachs theorem,l I is co­
incident with a degenerate prinCipal null vector field of 
the Weyl tensor, which is then algebraically special in 
the Petrov-Penrose2 sense. As we have already called 
regular solutions to this class Kerr-Maxwell (KM) 
spaces, 3 we will refer to the general solutions as gen­
eral Kerr-Maxwell (GKM) spaces. In Sec. 2 the metric 
for the class of GKM spaces is presented using the 
Newman-Penrose4 spin coefficient formalism. 

A stationary spacetime is by definition one that admits 
a global timelike Killing vector field, i. e., a vector 
field k" that satisfies 

(1. 1) 

and 

k"kl" > 0, (1. 2) 

everywhere. In Sec. 3 we use the spin coefficient for­
malism to find the stationary GKM spaces. We show that 
they are all type D and that the most general stationary 
KM solution is the Kerr-Newman metric. 5 

2. THE GKM METRIC 

In this section we present a brief review of the spin 
coefficient formulation4

,6 of the GKM metrics. 

In a four-dimensional Riemmannian manifold with sig­
nature (+, -, -, -), we choose the prinCipal null vector 
1 to be one member of a null tetrad conSisting of two 
real (1, n) and two complex (m, iii) null vectors satisfying 

l·n=-m ';n=l, (2.1) 

all other scalar products vanishing. Equation (2. 1) im­
plies the completeness relation 

gl"v=2lz(I"nv) -m("riiv)J. 

The tetrad components of the Weyl tensor and Max­
well tensor are defined by 

>Vo= - CI"vpall"mV1Pm a, 

>Vi = - C I"vpa1l"nvIPma, 

ipl = (1/2)F "v(l"nv + ml"mV), (2.3) 

respectively. 

The GKM spaces are characterized by the fact that I 
is tangent to a degenerate principal null direction of the 
Weyl tensor coincident with a principal null direction of 
the Maxwell tensor. In terms of tetrad components this 
is equivalent to 

(2.4) 

The requirement that Z satisfy conditions (i)-(iii) can 
be expressed in terms of spin coefficients as 

(0 K =0, 

(ii) p +p i-O, 

(iii) 0=0. 

Further simplifications, namely 

E=1T=T="-=O, 

(2.5) 

(2.6) 

can be achieved by a proper choice of the remaining tet­
rad vectors (n, m, m) and by introducing an associated 
null coordinate system (u, r, t, n such that r is an affine 
parameter along the null geodesics to which Z is tan­
gent. 6 The remaining spin coefficients are given by 

p=ZI";Vnz"m V
, 

QI = (1/2)(l" ;vnl"mV - m,,;vml";IV), 

{3 = (1/2)(ZI"; vnl"mv - ml"w;z"mV), 

y = (1/2)(Z I";vn"nv - m" wm"nV), 

fJ.;:::: -nl";vml"mV, 

v = - nl";vml"nv. 

(2.7) 

Directional derivatives acting on a scalar S are de­
fined by 

DS = S;"ll", c.S = S; "n", 

65=8;"m", "tiS=S;"m", 

and obey the commutation relations 

(c.D - Dc.)S= (y +y)DS, 
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(IiD-DIi)S=(a +MDS-pIiS, 

(Ii~ - M)S= - iWS - (a + J3)~S + (J.L -')I +y)IiS, 

(gli - Iig)S= (il - J.L )DS + (p - p)~S - (ii - J3)~S 

+(0' -~)IiS. 

(2.8) 

Finally, the metric for a GKM space can be written 
in the form 

ds 2 =2(ln-mm) 

with 

l'" l"dx" = du - (L/2Po V) dt - (L/2Po V) d~, 

n'" n"dx" = dr - (1/2Po V)(w/p) dt 

- (1/2Po V)(w/p) d~ - Ul, 

m '=m"dx" = -(1/2PoVp)d~, 
m '= m"dx" = - (1/2Po Vp) dt, 

where 

P= -(r+i~f1, 

2i'2: = V:l!'iiL/V) + Lt. - V~o(L/V) -1t, 

Po=(1/2)(1 + t~), 

(2.9) 

(2. lOa) 

(2. lOb) 

(2.10c) 

(2.10d) 

(2. lla) 

(2.11b) 

(2.11c) 

and !So is the edth (1')) operator8 acting on the unit sphere. 
The functions U and w satisfy the differential equations 

DU= - (')I +y), (2. 12a) 

Dw=pw-(O:+J3), (20 12b) 

IiU - ~w = - v - (a + /3)U + (J.L -')I +y)w, (2. 12c) 

6w -liw= (il-J.L) + (p -p)U - (0: -/3)w + (0' -,i3)w. 

(2. 12d) 

The spin coefficient formulation of our problem then 
consists of the Eqs. (2.12) together with additional equa­
tions involving the tetrad components of the Weyl (2.2) 
and Maxwell (2.3) tensors and the spin coefficients (2.7). 
The entire set of eCJ.uations (which are completely equi­
valent to the coupled vacuum Einstein-Maxwell equa­
tions corresponding to the same problem) can be easily 
obtained by simply applying the specilizations, (2.4)­
(2.6) and (2.10), to the general equations given in Ref. 
4. Therefore, we present here only those Newman­
Penrose equations which we shall use later on: 

DO' = pO' , 

D(3=p(3, 

Dy=W2+k<I>14>U 

DIl=PIl+W2 , 

Dv = W3 + k1>1 <I> 2 , 

~p=-p(~ -')I -y) -W2> 

~a - or = pv + a (')I - J.L) + (3,y - ~ 3' 

W - ~(3 = - (a + (3))1 - (3(')1 -,y -11) + k<I>14>2' 

Dw 2 =3pW2 +2k<I>1¢.lP, 

D>J! 3 = 2pW 3 + gW2 + k1> 1D<I> 2' 

where k is the gravitational constant. 
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(2, 13a) 

(2. 13b) 

(2. 13c) 

(2. 13d) 

(2. 13e) 

(2. 13f) 

(2. 13g) 

(2. 13h) 

(2. 13i) 

(2,13j) 

The form of the GKM metric remains unchanged un­
der the following coordinate-tetrate trnasformations: 

-
l=l, n=n, (2.14) 

m = exp(iX)m '= [(a~/aE)/(a~/at))1 12m , 

and 

(2.15) l=Gl, -m=m, 

where a dot denotes the partial derivative with respect 
to u. 

Under (2.15), V = &-1 V, so that (2.15) is often used to 
put 

V=l, (2.16) 

which is Bondi's coordinate condition. 

3. STATIONARY SOLUTIONS 

In this section we solve for the class of stationary 
GKM metrics exactly. These solutions are all Petrov­
Penrose 2 type D and the most general regular one is the 
Kerr-Newman metric. 5 

We now make the assumption that a well-defined time­
like Killing vector field k" exists everywhere, in partic­
ular, in the asymptotic region in which the affine param­
eter r becomes large. 

By resolving k" on the tetrad 

k"=Al"+Bn" + em" +Cm", (3,1) 

a set of ten real equations can be written in terms of 
spin coefficients involving the three functions A, B, C, 
which are equivalent to the Killing equations (1. 1). (For 
completeness, although they are never used here, the 
Killing equations for a general spacetime are given in 
spin coefficient form in the Appendix. ) 

These equations are obtained by substituting (3.1) into 
(1. 1), contracting with various combinations of tetrad 
vectors and then substituting for the spin coefficients 
(2.7) where ever they occur. For example, contraction 
of (1. 1) with I,)" yields 

DB=O. (3.2) 

Thus, 

B=Bo(u, t, f), (3.3) 

where, in order that k" be everywhere well defined and 
timelike, Bo must be a regular function on the sphere 
with no zeros, i. e., b o is expandable in spherical 
harmonics 

00 I 

Bo=6 £ b1m(u)oY'm(t,t). 

Under the freedom (2.15), Bo = GBo. Since Bo is reg­
ular with no zeros we can use (2.15) to put 

(3.4) 

without affecting the possible regularity of any other 
functions such as V, for instance. 
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The condition (1. 2) that the Killing vector field be 
everywhere timelike (in particular, in the asymptotic 
region) also leads to the results that 

DC=O, (3.5) 

and 

(3.6) 

the details of which are given in the Appendix. 

The result (3.6) implies that the real function V(u, ~, ~) 
is, in fact, also a positive regular function on the 
sphere with no zeros. Thus, we are free to impose 
Bondi's coordinate condition (2.16) at anytime without 
affecting the character of Bo. To preserve the regularity 
of V the transformation (2.14) must now be restricted 
to the fractional linear (Lorentz) transformation given 
by 

t- at + b 
- c~+d' 

(2.14') 

where a, b, c, d are complex constants such that 
ad - bc= 1. 

Making use of (3.4) and (3.5), the remaining Killing 
equations become 

DA-(y+y)=O, 

pC + (a + 13) = 0, 

M + (y + y)A + vC + vC = 0, 

M - ~C + (a +j3)A + (11 +y -y)C - v=O, 

6C+(a -!l)C=O, 

:5c + 6C - (Oi - ~)C - (a - !l)C - (p + p)A 

+(11 +jj.)=0. 

(3.7a) 

(3.7b) 

(3.7c) 

(3.7d) 

(3.7e) 

(3.7f) 

After applying the operator D to (3.7d), subtracting 
from this 6 applied to (3. 7a) and ~ applied to (3. 7b), a 
straightforward calculation involving the commutators 
(2.8) and the Eqs. (2.13) then yields the result 

2'.V2C = O. (3.8) 

Thus, 

(3.9) 

For suppose C *- 0. Then '.V 2 = ° and we have a type III 
solution. From (2. l3i) we see that <PI =0 and from 
(2.13c) that Dy =0. Applying the operator D[p-3D2] to 
Eq. (3. 7c) then yields 

(6C'.V 3P/p3)(p - p) = 0, (3.10) 

where Eqs. (2. 13e) and (20 13j) have been used. Now p 

*- ° by condition (ii), so that either (p - p) = 0 or 'l13 = O. 
If (p - p) = 0, we are dealing with a regular type m 
Robinson-Trautman-Maxwell solution, the most gen­
eral one of which is flat empty space. 3,9 In the Appendix 
we show that a stationary solution with '.V 2 = '.V 3 = ° must 
also be flat and empty" 

Hence, (3.9) must hold and the Eqs. (3.7) are further 
Simplified to 

(0:+13)=0, 

A=(/-l +jj.)/(p+p), 
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(3. lla) 

(3.11b) 

DA=(y +y), 

M = - (1' +,y)A, 

M=v. 
For a GKM space6 

(Oi+!l)=V(L/V) p. 

Thus, 

(L/V)·=O. 

(3.11c) 

(3.11d) 

(3.11e) 

(3.12) 

Incorporating (3.12) into other results from Ref. 6, we 
find 

and 

11 = [K + ~o(iVIV2) + L05o(V IV) + Li(VIV) ']p 

+ (1/2)'l1~(p2 + pp) + k<p~;j,~pp2, 

with K given by (3.6). 

(3.13) 

(3.14) 

Equations (3.11b) and (3.11c) together then yield the 
results that 

(3. 15) 

and 

A= - U=K +Re1j!~p + ~~;j,~pjj. (3.16) 

From (30 lld) we obtain 

A=-U=O, (3.17) 

and, finally, by substituting (3.11e) into (2. 12c) and 
using (2. 12b), we find that 

W=O, 

where 

(3. 18a) 

(3. 18b) 

Thus, the metric is independent of the coordinate u 
and the Killing vector field is given simply by 

kl' = '(Jxl'/'(Ju. (3. 19) 

The equations remaining to be solved at this stage6 

are 

?'io<P~=O, 

Y~o(<p~/V) + L<f,~= 0, 

?'io'l1~ = 2k<I>~;j,~, 

?'ioi'ioK= k\ <p~/Y \2, 
Im'.V~= ~oi'io~ + 2K~, 

(3.20a) 

(3. 2Gb) 

(3.20c) 

(3.20d) 

(3.20e) 

where [from (3.16), (3.17), and (3. 20e)] the fact that 

,j,~=0=~~, (3021) 

has been used. 

The regularity of V implies that -rioK is a spin weight8 

minus one guantity and integration of (3. 2Od) over the 
sphere yields 

(3.22) 
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which satisfies (3. 20b) automatically. 

Equations (3.20a) and (3.20c) then have the general 
solutions 

(3.23) 

and 

ft~ == M(t), (3.24) 

respectively. 

Again using the regularity of V, the general solution 
of (3. 20d) becomes 

Thus, V is expandable in l = 0, 1 spherical harmonics 
only and the transformation (2.14)' can be used to put 

v~ 1. (3.25) 

After substituting for L: from (2. llb), the last equa­
tion has the general solutionlo 

L ~ - (1/2)[iil(S-)/ ~ J + £ (t)/(l + s t). (3. 26) 

The class of stationary GKM metrics has been solved 
exactly, the entire class being completely determined 
by the three analytic functions E, M, and L of L The 
Weyl tensor components 'lt3 and ft 4 both vanish fj so that 
we have proved the following. 

Theorem 1: Stationary GKM spaces are all of Petrov­
PenrOse type D. The metric for this class of solutions 
can be given locally in the form (2.9) and (2,10), togeth­
er with (2.11), (3.16), (3.l8b), (3.23), (3.24), (3.25), 
and (3.26). The nonvanishing components of the Weyl 
and Maxwell tensors are given by 

(3.27) 

and 

(3,28) 

respectively. 

The most general regular solution of this type is the 
Kerr-Newman metric. Hence, we have also proved 

Theorem 2; The most general stationary KM solution 
is the Kerr-Newman metric. 

Finally 1 we have the following corollary to Theorem 
1. 

Corollary 1: A stationary vacuum spacetime is either 
algebraically general (Petrov-Penrose type I) or alge­
braically special type D. 

APPENDIX 

In a general space, the tetrad components of the Kill­
ing vector (3.1) satisfy the equations 

42 

DB==O, 

DA + t:..B - (y +,y)B + (7f - 7')C + (7i - T)C == 0, 

DC - tJB + (a +(3)B + pC + aC +1iB==O, 
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(AI) 

(A2) 

(A3) 

(A4) 

(A6) 

6C + 6(; - (<I' -~)C - (a -(3)C - (p + p)A + (/l + ~)B = 0. 

(A7) 

Equations (A3), (A5), and (A6) are complex so that the 
set (Al)-(A7) consists of ten real equations completely 
equivalent to Eqs. (1.1). 

Using the results of Ref. 6, Eqs. (Al)-(A3) can be 
integrated immediately to yield 

(AS) 

and 

(AS) 

where Ao and Co are independent of rand (2. 15) has been 
used to put 

(AlO) 

The timelike condition (1. 2) becomes 

k"k" ==2(AB - Ce) 

== 2lAo - (V /V)?'" + Re>v~ + k<P~4>~pp - CDGOr 

+ RelCo( V(L/V)' + i:0Co)rJ-1 V(L/V)" + iL:Co 12] 

> 0, (All) 

from which we see immediately that Co == 0, or, equi­
valently, that 

(A12) 

Substitution of (A8) and (AS) into (A 7), again using the 
results of Ref. 6, yields 

and 

so that (All) also gives us 

which is (3. tl). 

Finally, if 'lt2= 'li 3 =0, then <Pl =<P 2 =0 and 

'lt4=='lt~P, 

where 

'li~==RV2. 

But if C * 0, then (A6) yields 

so that >¥~ == ° and we have flat, empty space. 

RObert W. Lind 
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Propagation of transients in a random medium 
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(Received 25 June 1974) 

The propagation of transient scalar waves in a three-dimensional random medium is considered. The 
analysis is based on the smoothing method. An integro-differential equation for the coherent (or 
average) wave is derived and solved for the case of a statistically homogeneous and isotropic medium 
and a delta-function source. This yields the coherent Green's function of the medium. It is found 
that the waveform of the coherent wave depends generally on the distance from the source measured 
in terms of a certain dimensionless parameter. Based on the magnitude of this parameter, three 
propagation zones, called the near zone, the far zone, and the intermediate zone, are defined. In the 
near zone the evolution of the waveform is determined primarily by attenuation of the high-frequency 
components of the wave, whereas in the far zone it is determined mainly by dispersion of the 
low-frequency components. The intermediate zone is a region of transition between the near and far 
zones. The results show that, in general, the randomness of the medium causes a gradual smoothing 
and broadening of the waveform, as well as a decrease in amplitude of the wave, with propagation 
distance. In addition, the propagation speed of the wave is reduced. It is also found that an 
oscillating tail appears on the waveform as the propagation distance increases. 

INTRODUCTION 

The subject of wave propagation in random media has 
been studied extensively over the past two decades (see, 
e. g., the review article by Frisch!). Most of the work 
in this area has been concerned with time-harmonic 
waves rather than with transient phenomena. Recently, 
however, interest in transient waves has been stimulated 
by a desire to understand how sonic booms propagate 
through atmospheric turbulence, and a number of theo­
retical papers dealing with this phenomenon have ap­
peared. 2-7 A review of current research on this topiC 
has been given by Pierce and Maglieri. 8 

Our main objective here is to study the propagation of 
transient waves in random media from a general view­
point. Consequently, we have adopted a more general 
(but also more idealized) analytical model than those 
which have been used previously to study sonic-boom 
propagation. Our approach is based on the smoothing 
method, which has been discussed by Frisch. j This 
leads to what is essentially a linear treatment; i. e. , 
effects such as nonlinear steepening of the wave, consi­
dered in Refs. 4, 5, and 7, are neglected. Our analysis 
does include multiple- scattering effects, however. 

In Sec. I we formulate the problem in terms of an in­
tegro-differential equation for the coherent wave. In Sec. 
n we solve this equation by transform methods for the 
case in which the medium is statistically homogeneous 
and isotropic and the source term is a space-time delta 
function. This yields the coherent Green's function of 
the medium. The main result of Sec. II is given by Eq. 
35, which is an integral expression for the Green's func­
tion. In Secs. IIA and lIB we evaluate this expression 
approximately for two propagation regions which we call 
the near and far zones. In addition, in Sec. IIC we eval­
uate it numerically for the region which we call the in­
termediate zone. The results of the latter calculation 
are presented in Figs. 1-5. 

As noted in Sec. IIA. our near-zone results are sim­
ilar to those of Cole and Friedman. 6 However, our re­
sults for the intermediate and far zones do not appear to 
have been obtained previously. 

I. FORMULATION OF THE PROBLEM 

We wish to consider the propagation of transient scal­
ar waves in an unbounded, three-dimensional, random 
medium. As our mathematical model of this phenomenon 
we choose the scalar wave equation 

(1) 

where X= (Xj,X2,X3), and the "acoustic speed" c(x, l) is 
assumed to be a random function of space and time. The 
problem we are concerned with can be formulated, gen­
erally, as follows: Given the (nonrandom) source function 
f and some appropriate statistical properties of c, find 
some specified statistical properties of u. Here we shall 
be concerned with the ensemble average of u, denoted by 
(u), which is called the coherent wave. 

We now proceed to get an equation for the coherent 
wave. We begin by assuming that the random inhomo­
geneities of the medium are small; i. e., we write 

C (x, t) = C 0[1 +EiJ. (x, t)], (2) 

where Co is the average acoustic speed (assumed con­
stant), and iJ. (x, t) is a random function defined so that 
(iJ.) = 0 and (iJ. z:> = 1. The parameter E is a measure of the 
deviation of C from its average, and is assumed to be 
smalL 

By substituting for C from Eq. 2 we can write Eq. 1 in 
the form 

where the operators La, L!, and 1.2 are given by 

Lo=Cii2a~-V'2, 

L! =- 2C(j2iJ.()~, 

L2 = 3Cii2J.l2a~. 

(3) 

(4) 

(5) 

(6) 

Keller9 has shown that the ensemble-averaged solution 
of Eq. 3, i. e., the coherent wave, satisfies the equation 

(7) 

(In deriving Eq. 7 it has been assumed that (Lj; = 0, 
which is the case here. ) Thus, for our case the equation 
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for the coherent wave is obtained by substituting Eqs. 
4-6 into Eq. 7 and noting that the inverse operator Lr/ 
can be written in the form 

(8) 

(Here, and henceforth, an integral sign without limits de­
notes an integral taken over all of three-dimensional 
space. ) The result, after terms of order E3 are dropped, 
is 

(c(j2oi - v 2)w(x, t) +E2{3c(j2Wtt (X, t) 

- 1T-1C 04 J r-1[R TT(r, co1r)w tt (x + r, t - c o
1r) 

- 2R T(r, colr)wttt(x + r, t - co1r) +R(r, co1r) 

XWtttt(x + r, t - co1r)] dr} = f(x, t). (9) 

The letter subscripts denote differentiation. 

In deriving Eq. 9 we have set w=(u). Also, we have 
assumed that the medium is statistically homogeneous, 
and we have introduced the correlation function 

(10) 

We now assume that the random fluctuations of the 
medium are independent of time. (This is equivalent to 
assuming that the characteristic time associated with the 
wave is much less than that associated with the fluctua­
tions of the medium. In the case of waves propagating in 
real media, this condition is generally satisfied. In par­
ticular, it is satisfied in the case of sonic-boom propa­
gation through atmospheric turbulence. ) Then J.l = J.l (x), 
and Eq. 9 Simplifies to 

(Ci"?2~ - V2)w(x, t) + E2{3c0211'tt(X, t) 

- 1T-1cii4 J r-1R(r)w tttt (x + r, t - cii1r) dr} = f(x, f), (11) 

where now 

(12) 

The procedure by which Eq. 9 is obtained from Eq. 1 
is due essentially to Keller, 9 and is referred to as the 
smoothing method by Frisch. 1 It has been used previous­
ly to study the propagation of time-harmonic waves in 
various types of random media. 9-13 

II. THE COHERENT GREEN'S FUNCTION 

We now proceed to solve Eq. 11 whenf(x, t) = o(x)o(t). 
This will yield the free-space coherent Green's function 
of the medium [i. e., if lU(X, t) is the solution of Eq. 11 
withf(x, t) = 6(x)6(t), then the Green's function G is given 
by G(x, t;x', t') = lO(X - x', t - t')]. This function describes 
the propagation of a spherical delta-function pulse. 

We begin by introducing the Fourier time and space 
transforms, defined by 

Tfl (w) =jl (w) = r: exp(iwt)fl (t) dt, 

Sgl (k) =gl (k) = J exp(- ik· x)g1 (x) dx, 

(13) 

(14) 

respectively, where fl (t) and gl (x) are any square-inte­
grable functions. The inverse transforms are given by 

(15) 
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s-lil(X) =gl (x) = (21Tt3 J exp(ik· x)i! (k) dk. 

Applying the operator T to Eq. 11 yields 

- (V2 +k~)zii(x, w) - E2[3k~w(x, w) 

+1T-lk~ J r-1 exp(ikor)R(r)w(x +r, w) dr] = 6(x), 

where k 0 = w / co. Operating on Eq. 17 with S gives 

D(k, w)~(k, w) = 1, 

where 

x exp(ik· r) dr]. 

(16) 

(17) 

(18) 

(19) 

We now assume that the medium is isotropic, so that 
R(r) = R(r). Then we can carry out the angular integra­
tion in Eq. 19, after which we find that 

D(k, w) =D(k, w) 

=k2 - k~- E2k~[3 +4k~-1 Jo~ exp(ikor)R(r) sinl?rdr]. (20) 

Hence, from Eq. 18, 

~(k, w) = ~(k, w) = [D(k, w)]-I. (21) 

The function w(x, w) is obtained by operating on Eq. 
21 with S-1 and carrying out the resulting angular inte­
gration in k space. The result, after some algebra, is 

w(x, w) = iiJ(x, w) = (21T2xt1 fo~ [D(k, w )]-lk sinkxdk. (22) 

We can evaluate the integral in Eq. 22 by means of con­
tour integration, after which the expression for w 
becomes 

(23) 

Here Dk is the derivative of D with respect to k, and kl 
is the root of the dispersion equation D(k, w ) = 0 which 
lies in the upper half of the complex k plane, and which 
has the property that k 1 - k 0 as E - O. To lowest order in 
E, it is given by 

kl = ko + (1/2)E2[3ko + 4k~ fo~ exp(ikor)R(r) sinkor dr]. (24) 

That kl' as given by Eq. 24, indeed has a positive imag­
inary part is easily proved using an analysis similar to 
that of Keller (Ref. 9, p. 152). The same analysis shows 
that I Rek 11> I k 0 I, and that the root near - k 0 has a neg­
ative imaginary part. 

In deriving Eq. 23 we have neglected all other zeros 
of D(k, w) lying in the upper half-plane. The justification 
for neglecting these zeros (if they exist) is that, as 
shown in Appendix A, they have large imaginary parts 
and hence correspond to rapidly-attenuating waves. Such 
waves will be important only in a region near the source. 
Since we are not interested in the behavior of the solu­
tion in this region, we disregard these waves. 

We now rewrite Eq. 23 by inserting the formula for 
kl given by Eq. 24 into the expression for Dk(k, w) ob­
tained from Eq. 20. Upon neglecting higher-order terms 
in E, we obtain 

(25) 
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where we have defined 

>11 (k o) = k~ 10<0 exp(ikor)rR(r) coskor dr 

- ko 10<0 exp(ikor)R(r) sink or dr. (26) 

Note that the quantity w(x, w) exp(- iwt), with w given 
by Eq. 25, is just the coherent wavefield radiated by a 
time-harmonic point source; i. e., it is the solution of 
Eq. 11 whenj(x, t) = {i(x) exp(- iwt). Since, as noted 
above, Imk t > 0 and I Rekll > Ikol, we see that this wave 
decays exponentially with distance from the source, and 
also that its phase speed is less than co. These proper­
ties of the coherent wave are similar to those found in 
previous studies of plane, time-harmonic waves. 9,10 

The solution of Eq. 11 can now be obtained by operat­
ing on Eq. 25 with ']"'1. This yields 

w(x, t) = w(x, t) = (81T2X)"1 1: [1 + 2e2>11(k o)] 

x exp[ikoX(1 + ~e2) + 2ie2koXiJJ(ko) - iw t] dw. (27) 

Here we have defined 

iJJ (k o) = ko 10<0 exp(ikor)R(r) sink or dr, (28) 

and we have substituted for kl from Eq. 24. 

We can write Eq. 27 in a more convenient form as 
follows. We first note that 

(29) 

Next, after substituting Eq. 29 into Eq. 27, we introduce 
K, a new integration variable, which is defined so that 
K=k o(1 +~e2). Upon dropping terms of order e4 in the re­
sulting expression for w, we obtain 

w(x, t) =C*(81T2X)"11: exp{iK(x - c*t) 

+ 2e2[>I1(K) + iKxiJJ(K)]}dK, 

where 

c * = (1 + ~e2)"lc o. 

As a check on our results, we note that by setting 

(30) 

(31) 

e = 0 in Eq. 30 we obtain the well-known Green's function 
solution for the case of a uniform medium. 

In order to simplify Eq. 30 further, we now assume 
that x is so large that we can neglect the term >I1(K) com­
pared to the term iKXiJJ(K) in the square brackets in that 
equation. In dimensionless terms this means that we 
must have x/Z» 1, where 1 is the correlation length of 
R. Then Eq. 30 becomes 

w(x, t) = C*(81T2X)"1 1: exp[iKY + 2ie2KXiJJ(K)] dK, (32) 

where we have defined Y =x - c*t. 

We now write the integral of Eq. 32 in dimensionless 
form. We begin by introducing the normalized correla­
tion function S(s), defined by 

R(r) = S(r/l). 

Next we define the length scale 1> by 

1> = E(lx)1 /2. 
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(33) 

(34) 

Then in terms of the integration variable p = K(), Eq. 32 
becomes 

w(x, t) = c * (81T21>X)-t 1: exp[i1)p - p2¢ (a- lp)] dp, (35) 

where we have defined 1) = y/1>, 

a = e(x/l)t!2, (36) 

and 

¢(q) = 10<0(1- exp(2iqs»S(s) ds. (37) 

Equation 35 shows that the waveform associated with 
the Green's function, expressed in terms of dimension­
less coordinates, is determined by the parameter a. De­
pending on the magnitude of this parameter, we can iden­
tify three propagation zones which we call the near zone, 
the far zone, and the intermediate zone. They are dis­
cussed in detail below. 

A. The near zone 

The near zone is defined by the condition that a« 1. 
Referring to Eq. 35 we see that, in this case, I a-lp I »1 
over the entire range of integration, except for a small 
interval near the origin which we shall neglect. Hence, 
we can evaluate the integral of Eq. 35 approximately by 
substituting for the function ¢ its asymptotic expansion 
for large val ues of the argument. This is obtained by in­
tegrating by parts in Eq. 37, and can be written 

¢(q) = mo + (2iqr l + O(q-3), (38) 

where 

mn = 10<0 sns(s) ds, n=0,1,2, .... (39) 

Upon inserting Eq. 38 into Eq. 35 (after dropping the 
term of order q-3 in Eq. 38) and noting that the resulting 
integral is tabulated, we obtain, after some 
manipulation, 

w(x, t) = cl (81Tx1>ltl (mo1T)-1/2 exp[ - (x - Clt)2/4mo1>iJ, (40) 

where 

1>1 = (1 + tE2)"11>, (41) 

and 

(42) 

Equation 40 describes the waveform associated with 
the Green's function in the near zone. It shows that, 
near the wavefront, i. e., near X=Clt, the waveform is 
given approximately by a Gaussian curve. We see from 
Eqs. 34 and 41 that the waveform broadens in proportion 
to the square root of the propagation distance, while the 
amplitude of the wave decreases (in addition to the de­
crease due to spherical spreading) as the inverse square 
root of the propagation distance. Equations 40 and 42 
show that the wave propagates with a speed equal to cl, 
and that cl is less than co. Thus, the propagation speed 
of the wave is reduced by the randomness of the medium. 

Replacing the function ¢ in Eq. 35 by the approximate 
form given by Eq. 38 is equivalent to considering the ef­
fect of the randomness of the medium on only the high­
frequency components of the wave. This effect consists 
of an attenuation which is proportional to the square of 
the frequency, as well as a frequency-independent reduc-
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FIG. 1. The waveform associated with the Green's function, 
computed using Eq. 49, for the case a ~ 0.1. The function 
W(~) is related to the Green's function by Eq. 48. The 
stretched coordinate ~ is defined so that ~ = 0:;1 (x - c*t), where 
03 and c* are given by Eqs. 50 and 31. The wave is propagat­
ing from left to right. 

tion in propagation speed. Hence, in the near zone, the 
effect of the randomness of the medium on transient 
waves, insofar as the waveform is concerned, is essen­
tially that of a pseudoviscosity, with the waveform being 
determined mainly by attenuation of the high-frequency 
components of the wave. 

Our near-zone solution (Eq. 40) is similar to one 
which was obtained by Cole and Friedman (Ref. 6, p. 71, 
Eq. 11) for the case of a plane wave propagating in a tur­
bulent medium. (Their solution is expressed in terms of 
an error function since they considered a step-function, 
rather than a delta-function, pulse). These authors ob­
tained their result by, in effect, solving the linearized 
Burgers' equation. Since it is well known that this equa­
tion governs (approximately) the propagation of small­
amplitude sound waves in a viscous fluid, 14 their formu­
lation better illustrates the pseudoviscous character of 
the medium noted above. 

B. The fat zone 

The far zone is defined by the condition that ct »1. In 
this case I ct-1p I «1 over that range of p which yields the 
major contribution to the integral of Eq. 35. Hence we 
can evaluate that integral approximately by substituting 
for ¢ the first few terms of its power series expansion. 
This is obtained by expanding the function exp(2iqs) in 
Eq. 37 in a power series and integrating term by term. 
Upon dropping all but the first term of the expansion we 
find that the integral of Eq. 35 can be evaluated in terms 
of the Airy function. After some manipulation, the re­
sulting expression for w can be written 

w(x, t)=C*(47TXI53)-lAi(~) 

where Ai denotes the Airy function, 

03 = (6 t 2m l l2x)1/3, 
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(43) 

(44) 

and ~ = o;ly. 
Equation 43 describes the waveform associated with 

the Green's function in the far zone. We see that, near 
the wavefront, i. e., near x = c*t, the waveform is given 
approximately by an Airy function. Equations 43 and 44 
show that the waveform broadens in proportion to the 
cube root of the propagation distance, while the ampli­
tude of the wave decreases (in addition to the decrease 
due to spherical spreading) as the inverse cube root of 
the propagation distance. Note that the propagation speed 
of the wave is equal to c*. This is slightly greater than 
the propagation speed in the near zone. However, from 
Eq. 31, c* is less than co; hence, as in the near zone, 
the propagation speed is reduced by the randomness of 
the medium. 

More detailed information regarding the waveform de­
fined by Eq. 43 can be obtained from any standard re­
ference work on the Airy function (see, e. g., Ref. 15). 

Replacing the function ¢ in Eq. 35 by the first few 
terms of its power-series expansion is equivalent to ne­
glecting all but the low-frequency components of the 
wave. Moreover, in keeping only the first term of this 
expansion we are, in effect, ignoring attenuation of the 
lOW-frequency components, and considering only disper­
sion. Hence, in the far zone the high-frequency compo­
nents of the wave have effectively attenuated to zero, 
with the waveform being determined primarily by dis­
perSion of the low-frequency components. 

C. The intermediate zone 

The intermediate zone is defined by the condition that 
ct '" 1. In this case it is necessary to evaluate the integral 
of Eq. 35 numerically. In order to do this, we must first 
assume a particular form for the correlation function of 
the medium. Here we shall assume a Gaussian correla­
tion function; i. e., we write 

(45) 

By substituting Eq. 45 into Eq. 37 we find that the func­
tion ¢(q) for this case can be written 

1.0 
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.6 
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-.4 L...l-.....L---1_-L---"---1._L-..-L......L---1_-'-, ~ --' 
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FIG. 2. Same as Fig. 1, except that a ~ 0.5. 
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FIG. 3. Same as Fig. 1, except that O! = 1. O. 

¢(q):=; (1T1 / 2 /2)[1 _ exp( _ q2)] - iD(q), 

where D(q) is Dawson's integral: 

D( q) :=; exp( - q2) Ia q exp(z2) dz. 

2 4 

(46) 

( 47) 

With the aid of Eq. 46, Eq. 35 can be put into the form 

41Td0 3xw(x, t) = W(~), 

where 

W(O=1T-1 (cos[~p+ typ2D(P/Y)] 

expl-;t 1T l /2.yp2(1_ exp( _ p2/y2»] dp, 

y=(3Q'2)1/3, and, in this case, 

°
3 

= (3E2l2X)1 /3. 

( 48) 

( 49) 

(50) 

The function W(~) describes the waveform associated 
with the Green's function in the intermediate zone. 
Using Eqs. 47 and 49, we have made numerical calcula­
tions of W(~) for a range of ~ near the wavefront (i. e., 
near ~ =0), and for several values of Q'. These results 
are plotted in Figs. 1-5. The figures describe the tran­
sition of the wave profile from the near-zone to the far­
zone form as the wave propagates through the interme­
diate zone (i. e., as Q' increases). The most prominent 
feature of this transition is the development of an oscil­
lating "tail" on the profile which becomes more pro­
nounced with propagation distance. This is the result of 
dispersion of the low-frequency components of the wave 
which, as we have seen, becomes increasingly impor­
tant in determining the wave profile as the wave propa­
gates into the far zone. 
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APPENDIX A 

We wish to show here that all the roots of the disper­
sion equation 

D(k,w)=O (AI) 

which lie in the upper half of the complex k plane, and 
which are bounded away from ± ko as E - ° (i. e., all the 
roots except k1) have the property that Imk- + 00 as 
E- 0. 

To see this, we assume that k = k(E) is such a root. 
By using the definition of D(k, w) given by Eq. 20, we 
can write Eq. Al in the form 

k2 
- k~ =E2k~l3 + 4k~k-l Io'" exp(ikor)R(r) sinkrdr]. (A2) 

Since the left-hand side of Eq. A2 is bounded away from 
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FIG. 5. Same as Fig. 1, except that O! = 10. O. 
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zero as E- 0, the right-hand side must be similarly 
bounded. This requires that the second term in the 
brackets in Eq. A2 be unbounded as E - O. This term, 
however, is an entire function of k; hence we must have 
Ik 1- 00 as E- O. As a consequence, the integral of Eq. 

A2 must be unbounded as E - O. But this is possible only 
if 1m k - co as E - 0, as can be seen by writing the term 
sin kr in exponential form. Thus, the result is 
established. 
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Discrete state perturbation theory via Green's functions* 
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Department of Chemistry, Brookhaven National Laboratory, Upton, New York 11973 
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The exposition of stationary state perturbation theory via the Green's function method in Goldberger 
and Watson's Collisio/l Theory is reworked in a way that makes explicit its mathematical basis. It 
is stressed that the theory consists of the construction of, and manipulations on, a mathematical 
identity. The perturbation series fall out of the identity almost immediately. The logical status of the 
method is commented on. 

This note is a reworking of the version of stationary 
state perturbation theory given in Sec. 8. 1 of Goldber­
ger and Watson's book Collision Theory. 1 Readers of 
that section may be pleased to learn how simple it can 
be made. The account presented here involves only a few 
simple manipulations and, I believe, makes the nature 
of the mathematical argument more evident. Even peo­
ple who are constitutionally repelled by apparently un­
motivated mathematical procedures may be impressed 
by the way this one deftly produces the bought-for per­
turbation series, as if by sleight-of-hand, out of only 
the definition of a Green's function and a related mathe­
matical identity. 

I. THE GREEN'S FUNCTION AND MATHEMATICAL 
IDENTITIES RELATED TO IT 

The notation used in the following is essentially Gold­
berger and Watson's. 

The operator Green's function G(E) for the Schroding­
er equation 

(I. 1) 

is an operator function of a numerical variable E de­
fined in terms of the Hamiltonian H by 

(;(.6) = 1/(.6 - H). (I. 2) 

For any eigenket 1 iI.) of H belonging to eigenvalue E, 

G(E) (A) = ll/(.6' - E,)J Iii.) = G,(.6') I iI.), (I. 3) 

which shows that for all E:j:: E, the eigenket 1 iI.) of H is 
also an eigenket of G(E), belonging to eigenvalue G,(E) 

= (E - E,r1 • If we take E to be a complex variable, G,(E) 
is an analytic fUllction of E defined everywhere in the E 
plane except at E = E" where it has a singularity. If E, 
is a discrete eigenvalue of H, the singularity is a sim­
ple pole, so that 

G,JE)- 00 as E- E,. (I. 4) 

If E, is a point of continuum of eigenvalues of H, the sin­
gularity is essential, i. e., G,(E) tends to no unique val­
ue as E- E,. 

We treat here only the case of discrete E" so that we 
can appeal to (I. 4). In addition we will assume that E, is 
nondegenerate. It should be remarked that the equations 
deduced below without appeal to (I. 4) are valid for con­
tinuum Ex and so can be used to treat perturbations of a 
continuum. 

Let 1 a) be any ket whatever that is expandable in eigen­
kets of H. Then [cf. (I. 3)J 

G(E) 1(1)=.0 1:\1>(:\1 1 a) 
" E - E,. 

=_1_ ~:\)(:\la)+(E-EJ .0 1
i1.

1
)<X

1
Ia»)0 (1.5) 

E - E, ~ ,'" E - E,. 
Define 

F(E) I a) = G(E) I a>/ (a I G(E) I a) 

Then, in view of (I, 5), 

(1,6) 

F(E) I a) = (I :\)(:\ 1/1 <x I aWl I a) + O(E - E,), (10 7) 

which, in the limit as E - E" gives 

F(EJ I a) = (1:\)(:\ 1/1 (il.l a 12) I a) 12) I a), (I, 8) 

showing, since 1 a) is arbitrary, that F(E,) is propor­
tional to 1:\)(:\ I, the operator that projects from the 
state space of H onto the eigenstate 1 iI.). Note that this 
is baSically a mathematical triviality; it is the result, 
essentially, of taking 1 A)(A 1/ (E - E,) plus a function of E 

that is nons in gular at E '" E" multiplying this sum by 
const x(E -E,,), and then setting E=E,o 

Next, from (I, 2) we have the operator identity 

(E - H)G(E) = 1 (I. 9) 

which, multiplied by 1 a)/ (a 1 G(E) 1 0) gives the identity 
[ef. (L6)J 

(E-H)F(E)la)=ll/Ga(E)Jla), (I, 10) 

where we have written 

Ga(E) = (al G(E) la)., (10 11) 

Inspection of the expression for (a 1 G(E) 1 a) from (I, 5) 
shows that 

(1, 12) 

Therefore, as E- E, the identity (L 10) reduces to 

(E, -H) F(E,,)la)=O, (L 13) 

showing that F(E,) 10) is an (unnormalized) eigenket of 
H belonging to eigenvalue E,o This is another trivial 
mathematical truth, in view of (10 1) and (1,8), 

Note well that (I. 10) is an identity. It holds for all 
values of E, including Ex, for all kets I([) that are ex­
pandable in eigenkets of H, and for all analytic functions 
Ga(E) that have a simple pole at E=E" One would ex­
pect, therefore, that nothing but further mathematical 
trivialities could be deduced from it. Remarkably 
enough, it can serve as the basis for a rapid and easy 
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deduction of formal perturbation series for the eigen­
value EA and the eigenket IX) of H. 

II. DEDUCTION OF PERTURBATION SERIES FOR 
£)" AND IA) 

This can be accomplished by specializing the general 
ket I a) of Sec I to be an eigenket, belonging to eigenval­
ue Ea of the Hamiltonian K of an auxiliary Schr&linger 
equation 

(II. 1) 

The Hamiltonians H and K differ by an operator V: 

H=::K+V. (II. 2) 

K is completely arbitrary, except that at least one of 
its eigenkets I a) must be such that (x I a) *" O. It is idle to 
insert at this point the customary remarks about V being 
sufficiently restricted to insure convergence of the per­
turbation series that ensue, because no appeal is made 
to such restrictions in the course of dedUCing the series. 
See the remarks in Sec. IV below. 

Insertion of (II. 2) into the identity (1.10) gives the 
key identity 

(E - K - V)F(E) I a) == [l/Ga(E)] I a). (II. 3) 

Here the representative of the ket F(E) I a) in the repre­
sentation with K diagonal is [cf. (1. 6) and (1.11)] 

(a' I F(E) I a) == (a' I G(E) I a)/Ga(E). (II.4) 

In particular, the diagonal element is, in view of (1.11), 

(al F(E) I a)== 1, (II. 5) 

identically, a fact that will be of great service. 

Our goal, formal perturbation series for the eigen­
value EA and the eigenket I x) of H, is now rapidly at­
tained from the key identity (II. 3) with the help of the 
identity (II. 5) and the property (1.12). 

First note that by (I. 12), at E == Ex Eq. (II. 3) reduces 
to 

(II. 6) 

showing [cf. (1.13) and the remarks that follow it] that 
F(EA) I a) is an (unnormalized) eigenket of H belonging 
to eigenvalue Ex. Expressed as a perturbation series 
and normalized in the way described later, it is the 
sought-for eigenket solution of (1.1). 

Next, multiply (II. 3) by (a I to get, noting (II. 1) and 
(II. 5), 

E-Ea -(aIVF(E)la)==l/Ga(E), (II. 7) 

and substitute this expression for l/Ga(E) back into 
(n. 3) to get 

(E-K- V)F(E)la)==(E-E.)la)-la)(ai VF(E)Ia), 

(II. 8) 

which can be written as 

(E -K)F(E) la)== (E -K) la) + (1- I a)(aI)VF(E) la). 

(II. 9) 

Note that this form is valid only when used with ket I a). 
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From (II. 9) we have F(E) expressed .in terms of known 
operators as 

F(E) =:: 1 + [l/(E - K)](1 - I a)(a I )VF(E). (11.10) 

This can be expanded in an infinite series by iteration, 
starting with the zeroth-order approximation F(E) =:: 1. 
The result, which is immediate, is 

(II. 11) 

where the bracketed expression to the nth power means 

With Eqs. (n. 7) and (II. 11) we have essentially 
reached our goal of a perturbation series for the com­
putation of the eigenvalues Ex of H. The explicit series, 
given as Eq. (II. 16) below, follows immediately from 
the fact that, by (r.12), at E=::EA Eq. (II. 7) reduces to 

(II. 12) 

the right side of which is now completely known, Ea and 
I a) being known as solutions of (II. 1), V being known 
from (II. 2), and (a I V F(Ex) I a) being known from (n. 11) 
as the diagonal matrix element of 

1 1 
+ V Ex _ K (1 - I a)(a I)V EA _ K (1 - I a)(a I ) V + 00 • , 

(II. 13) 

namely, expanded in the eigenkets of K land recognizing 
that (a'l (1 - I a)(a I) = (a'l (1 - oa'a)]' 

(a I VF(EA) I a)= (a I Via) + 6 (a I Vi a f
) 

a'k 

1 
X --(a'l Vla)+···. 

EA - Ea' 
(II. 14) 

Equation (II. 12) with Eq. (11.14) is the sought-for series 
for EA' It can be evaluated by successive approxima­
tions, as follows. 

Introduce the abbreviation 

Ra(E) = (a I VF(E) I a). (II. 15) 

Then, by (II. 12) and (II. 14), 

EA =Ea +Ra(Ex)=€a + (al Via) + 6 I (~I VI a ')12 
a'ia ~-€a' 

(II. 16) 

Denote the vth approximation value of Ex by E~"). As the 
zeroth approximation take E~O) = Ea which, inserted into 
(II. 16) gives the first-approximation value 

E~l) = E + R (€ ) = € + (a I V I a) + 6 I (a I V I a
/
1

2 
+ ... 

a a a (1 alta Ea -fat ' 

(II. 17) 
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which is just the expression given by Rayleigh­
Schr6dinger perturbation theory. Substitution of E(1) for 
E, in the rightmost side of (11.16) gives 

E~2) = Ea + Ra(E~l)) , 

etc., the 11th approximation value being 

(11.18) 

This completes our deduction of E,o The problem of 
deducing the corresponding eigenket is already essen­
tially solved o For, as remarked in connection with Eqo 
(11.6), all that is required is to normalize F(E,) I a)o Let 
1/ C be the normalization constant. Then, by Eq, (11.11) 

=- a)+u --- a')+ooo 1 ~ )' (a' I V I a) I ) 
C a'ta E, - Ea' 

(II, 19) 

with C computed from (ft denotes the Hermitian conju­
gate of F) 

ICI2=(aIF(Ex)F(E.}la)=1+~ If~I~~a~~2 +000, (11.20) 
a'1-a ,\ a' 

using the value of E, from the preceding perturbation 
calculation 0 

III. DEDUCTION OF AN ALTERNATIVE FORM OF 
PERTURBATION SERIES 

An alternative form of perturbation series can be ob­
tained from our general equations, as follows. Define 
oEby 

E=(a+ oE (III. 1) 

and insert this expression for E into (11.9) to get 

(c a - K + oE)lF(E) I (I) -I a)]= (l-la)(al )VF(E) I (I), 

which, in view of [ef: (11.5)], 

F(E)la)-la)=(l-I(I)«(II)F(E)I(I), 

can be written 

(fa - K)[F(E) -1]1 (I) = (1 -I a)«(1 I )(V - oE)F(E) I a) 0 

Consequently, 

F(E) = 1 + ll/ (Ea - K) ](1 - I a)(a I )(V - oE)F(E). (III, 2) 

Expansion of expression (IlL 2) in an infinite series by 
iteration gives [compare (11.11)] 

~ r. 1 ~ n 
F(E) = 1 + ~ ~a _ K (1 - Ia>(a I )(V - oE)J (IlL 3) 

and, therefore, as in the transition from (IL 13) to 
(n.14) (and taking account of the fact that «(I' 10E I a> 

= 0a'a • liE), 

Ra(E) = «(11 VF(E) I a) = «(I I Vi (I) + ~ I (aEI ~lt)12 
a'ta a a' 

(III. 4) 
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Now note that for the case E = E, we have from (111,1), 
(11.15), and (11.12) that 

(III. 5) 

which, inserted into (111.4), gives the sought-for second 
form of perturbation series as 

(III,6) 

We remark that the expression (111.6) is simply the 
Taylor expansion of the series (n. 16) about the value 
Ea , for 

E, -Ea=Ra(E,)=Ra(Ea +E, -Ea) 

= Ra (Ea) + R~(Ea)(E, - Ea) + ~R~ '(Ea){E, - fj + ..• , 

and R~(Ea) = ldRa(E.}/ dEJE'='a' as evaluated from the se­
ries (11.16), is identical with the coefficient of E, - fa in 
(III. 6). 

IV. COMMENTS ON THE GREEN'S FUNCTION 
METHOD 

From the above account the essence of the Green's 
function method can be seen to consist of the following: 

1. Construction of the operator identity (E - H)G(E) 
= 1, observation that for any normalized state what­
ever, I X), its mean value is necessarily (X I (E 
-H)G(E)IX>=I, and further observation that division of 
this numerical identity by anyone function f(E) of a cer­
tain broad class of analytic functions gives 

<x I (E -H)G(E) IX)/f(E) = l/f(E) , 

a trivial mathematical truth, holding for all values of E, 
all normalized kets Ix), and all functions f(E) in the 
given class. 

2. Recognition of the fact that if I X / is restricted to be 
an eigenket I a) of any arbitrary Hermitian operator K 
that has a complete set of eigenkets, and if, simulta­
neously, f(E) is restricted to be Ga (E) = (a I G(E) I a), and 
if, further, V is defined by H = K + V, then the trivial 
identity (IV. 1) reduces to (a I times the key identity 
(11.3) from which the perturbation series follow almost 
immediately. 

This analysis makes it clear that the method by which 
the key identity was obtained can provide no help ill as­
certaining the appbcabIlity of the result in any practical 
problem, The method provides formal perturbation se­
ries; the question of their applicability is a completely 
independent one (essentially untouched in our exposition), 
The question can be stated as: Given a Schr6dinger equa­
tion with Hamiltonian H, what K's can be used to effect 
a solution? 

At first sight it is puzzling that something as nontri­
vial as perturbation series can be generated from an 
identity, a feat transcending any powers that mhere in 
an identity. The power for the feat comes, not from the 
identity, but from the Hilbert space of a Hamiltonian I{ 
into which the identity is inserted. The role played here 
by the identity is more or less like the role played with 
such great effect, in certain arguments in mathematics, 
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by the trick of multiplying by a complicated form of the 
number 1; e, g" in the theory of the r-function a multi­
plication by expli:n(l/ n - 1/ n)] is used in arriving at 
Weierstrass' expression for r(z), 

In the theory of the r-function it is advantageous to 
take Weierstrass' expression as the definition of r(z). 
One must then ascertain the set of z' s for which the de­
finition is meaningful [simple inspection suffices. for this 
in the case of r(z)], Similarly, in the present theory it 
would be logically advantageous to use the expression 
for F(E) 1 n) given in Eq, (110 9) to define the sought-for 
eigenket I?.) of H by 

I?.)=lim F(E)ln), (IV. 2) 
E-E).. 

Analogously to the case of the r function, one would then 
have to ascertain the set of K' s, or, alternatively, the 
set of V = H - K, for which the definition is meaningfuL 
In addition to its logical advantages such a procedure 
has a psychological one, namely, it makes it perfectly 
clear that the Green's function method brings no new 
content into perturbation theory. 

We remark that all the equations in this note, except 
those obtained by setting E = E A, are valid for continuum 
states, They are the basis for the treatment of conti­
nuum state perturbation theory in Sec, 8,2 of Goldber­
ger and Watson's book, Consequently, the important ex­
pressions obtained there, too, are the results of mani­
pulation of identities, Some of the manipulations are 
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very unobvious, but they are nonetheless manipulations 
of identities, 

The problem of the conditions on V = H - K needed to 
insure meaningful results in continuum state perturba­
tion theory has been studied by the mathematiCians, A 
set of such conditions is given in a book by Friedrichs, 2 

Note added in proof: For the deduction of discrete 
state perturbation series the limit process in (IV. 2) and 
the Green's function machinery that suggested it are 
superfluous. The series can be derived with a minimum 
of work in the following way. Let F(EA) be an unknown 
operator defined by 

I;\.) = (a I?.)F(E) 1 a) 

which, note, entails (a 1 F(E A) 1 a) == 1, Insertion of this 
expression for I?.) into (EA -K- V) 1;\.)=0 gives (IL6) 
which, left-multiplied by (a 1 gives (II, 12), and left­
multiplied by 1 - 1 a)(a 1 gives (II. 9) with EA in place of 
E, The remainder of the derivation follows unchanged, 

*Work performed unner the auspices of the U. S. Atomic En­
ergy Commission. 

lMarvin L. Goldberger and Kenneth M. Watson, Collision 
Theory (Wiley, New York, 1964), p. 425. 

2Kurt O. Friedrichs, perturbation of Spectra in Hilbert 
Space (Am. Math. Soc., Providence, R. I., 1965). 
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An exact determination of the gravitational potentials gij 

in terms of the gravitational fields R1j k 

Edwin Ihrig 

Department of Mathematics. University of Toronto. Toronto. Ontario. Canada 
(Received 15 April 1974) 

Under a certain asymmetry assumption. the gravitational potentials gij are determined up to a 
conformal factor from the field R.]k' This constitutes a partial solution to Einstein's equations in the 
general case. Moreover. the solutions are simple in that the gij are expressed as polynomial functions 
of the Ri]k' 

1. INTRODUCTION 

Since Einstein first proposed the general theory, a 
major task has been to find the solutions to his field 
equations. These equations are second order nonlinear 
partial differential equations in several unknowns and as 
such have been next to impossible to solve, except in 
special cases 0 

In this work we will give a totally different emphasis 
to the field equations o We have determined an exact so­
lution for the potentials gij (within a conformal factor) 
in terms of the gravitational field RLk in very general 
circumstances. The condition we need on the metric is 
that there is not too much symmetry. This changes the 
emphasis in Einstein's equations to that of finding the 
gravitational field given the energy momentum tensor. 

2. THE SOLUTION 

We first define the conditions we need on the RLk to 
get our solution. We assume that RLk is the Riemann 
tensor of some unknown pseudometric gij" We will then 
find the gij' In other words, we do not show existence 
of a solution, we just show how to obtain the solution if 
it exists. 

Definition 1: Let V m be the vector space generated by 
the following set: 

{Rm(v, w) I v, W E: T m(M)}, 

where R is the Riemann tensor of some pseudometric. 
R is called total at m if 

dim V m=n(n -1)/2, n=dimM. 

R being total for every m says two things. It says that 
R does not collapse at any point, that is, that V m is the 
lie algebra of the holonomy groupo Secondly, it says that 
there are no strong symmetries-no totally geodesic 
submanifolds; that is, it says that the holonomy group 
must be the whole Lorentz group. Most space-times 
satisfy both these criteriao 

Now we proceed to find our solutions. Using the fact 
that Rij,kl = - Rij,lk we have 

gll'R:~,k = - gkl·Rl~, 1 

which are constraints on the gij in terms of the R!;,k' 
The following theorem says that these equations com­
pletely determine the gij up to a conformal factor. 

Theorem 1: Suppose R is total at m. Then g is deter­
mined to within a conformal factor by 

(1) 

at the point m. 

Proof: By a theorem of Ambrose and Singer1 we have 
that the holonomy group of a connection has its Lie al­
gebra spanned by elements of the form T-1 Rm(v, W)T, 
where T is parallel transport along an arbitrary path in 
M. So 

V me holonomy Lie algebra 
C Lorentz Lie algebra, and 

dim(V m) =dim (Lorentz Lie algebra). 
Thus we know V m is the Lie algebra of the Lorentz 
group. Also g is specified to within a conformal factor 
by 

LgL+=g, 

where L is allowed to be any Lorentz transformation. 
So 

(2) 

(3) 

Now let L be replaced by a one parameter subgroup L(t), 
and, by taking derivatives at t=O, we find the following 
relationship in the Lie algebra of the Lorentz group: 

dL(t) I Tg= -gT+, where T=-- (4) 
dt t=O' 

Since L in (2) only has to be taken from the identity com­
ponent of the Lorentz group, (4) will imply (3) for all the 
needed transformations. We find that (1) is nothing more 
than 

R;j' g . . = - g • . (R;j' )+, 

where the dots stand for the matrix indices, i and j being 
fixed. Thus Eq. (1) implies Eq. (4) for all T in the lie 
algebra of the Lorentz group, and we are finished. 2 

We proceed to give the exact solution. Now that we 
know that (1) determines the solution we need only solve 
(1). This problem is more notational than anything else. 
Let X ij' 1 ~ ~ j ~ n, be n(n + 1)/2 independent vectors in 
a n(n+1)/2 dim vector space. Let Xjj=Xij if i>j. Define 

Now relable Vij,k,l so that they are indexed by one index 
CI! which goes from 1 to (n _1)n3 + 1. Define v" to be Xij 
for CI! ranging between (n-1)n3 +1 and (n-1)n3+(n+1)n/2. 
We now have all the vectors defined that we need. We 
need only define the inner product in the space to be able 
to begin. The inner product ( , ) is defined by the rule 

54 Journal of Mathematical Physics. Vol. 16. No.1. January 1975 Copyright © 1975 American Institute of Physics 54 



                                                                                                                                    

(x Ii ii' X1 2i) = 15 111215 hi2' 

Now we will give the solution using the Gramm Schmidt 
method, since our solution will be a vector which is 
orthogonal to all the Vii,k,!" We added the extra v'" to get 
the one more vector we needed to complete the process. 
We define 

w",=v",-6 (V""wrJw8' 
8<", 

where w",=w",/(w"" w,.)1/2, and also define 

t {a=(n-1)n
3
/2 

w=",.a+l
w

"" b=a+n(n+1)/2. 

We observe only one w'" will not be zero for O! > a. 

Thus the above sum will be equal to the vector which 
will be orthogonal to all the v 8' {3 < a, and we have 

(w,Xij)=Agij, A a conformal factor. 

Although w will contain a lot of redundancy, a lot of 
terms which tUrn out to be zero, our construction has 
the following advantage. Given a particular dimension 
for our space-time (say 4), one can, using the above 
formula, write out the gij explicitly as functions of the 
R;w We summarize this solution in the following 
theorem. 

Theorem 2: Let R: jk be total at m. Then gij is deter­
mined to within a conformal factor A by the following 
formulas: 

(i) Agij=(w"x j ); 

(") )b., {a=(n-1)n3/2 
11 w= ~ W"" 

"'=a+l b = a + n(n + 1)/2; 

(iii) w=w/(W""W",)1/2, 

w=v",-6 (v""wrJw 8; 
8(", 

( ' ) RI" R I' < IV {XII' ii,k -rXkl , ii,l> O! a, 
v -
a- Xii' Q'~a; 

3. DISCUSSION 

Now having an explicit algebraic formula for gij in 
terms of RL,k one has reduced the problem of solving 
Einstein's equations for gij to solving for R:i,k. Since 
Einstein's equations specify R~ in terms of energy quan­
tities alone but not R ii , one might wish to determine 
R{;! instead of RL,k' Because the i and j indices play no 
role in our equations, one can show exactly the same 
theorems with the j index raised. 

In specific cases, the formulas given in Theorem 2 
may be considerably simplified. Suppose, for example, 
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one has some reason to specify that the metric is diago­
nal (as in the SChwarzschild case). Then we may get the 
gij in a very simple way from the RL,k. Suppose we want 
to find gw We have 

gi iR;k, I = - gZlR~k, i 

or gij=-gij(R;k'/R;k,/) if R~k,/*'O. 
There must be at least one l *' i and j, k for which R~k,/ 
= 0, for otherwise the holonomy group would be (n - 1)­
dimensional. So we may start with a given index, ° say, 
and express goo in terms of gioia' Then we find glolo in 
terms gl I , etc. If we can not cover all the gil's in this 
fashion, lt6en the set {a/ax l .} will form an invariant sub­
space under the action of th'e holonomy group. This 
would mean that the holonomy group is a proper sub­
group of the Lorentz group contradicting our assumption 
that R is total. Thus our final solution will look like 

So we see that we not only have a solution, but a man­
ageable one at that. One might point out, however, that 
it may be nearly as difficult to get the RI}k from Tij as 
to completely solve Einstein's equations. Although this 
could be so, it is not of too much importance, since in 
practice the Tij and the RLk are equally hard to deter­
mine in the nonempty case. They also enjoy approxi­
mately equal importance as physical objects-the one 
being the gravitational field, the other the energy tensor. 
Thus a solution of the RLk in terms of the Ti} would con­
stitute more a translation of the problem than a solution. 
A real solution of the problem would be partially ob­
tained by an existence theorem to go with our uniqueness 
theorem, An existence theorem would say when a tensor 
R:}k was actually the gravitational field for some con­
figuration. If one had such a theorem, then one could 
pick an admisible RLk that satisfied appropriate physical 
conditions and boundary conditions involving the value of 
Til on a past-light cone. Then, using Theorem 2, one 
could find gjj to within a conformal factor. One would 
then solve the differential equation determining the con­
formal factor to get gu, thus determining the motion of 
particles in the field. So it appears the next step is to 
find existence theorems for Lorentz metrics having a 
given tensor R!ik as curvature. 

tw. Ambrose and I.M. Singer, Trans. Amer. Math. Soc. 75, 
428 (1953). 

2A more elegant proof can be given from the bundle of frames 
point of view. An easy application of the concepts in B. G, 
Schmidt, Comm. Math. Phys. 19, 55 (1973), can be used to 
construct such a proof. 
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On resonance and stability of conservative systems * 
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Resonance and stability of conservative systems are considered by means of a perturbation method 
sImIlar to the averaging method of Bogoliubov. The accuracy of the method is tested by numerical 
sImulatIons and by comparing the conditions for stability derived here with the well-known conditions 
given by Moser and Arnold. 

I. INTRODUCTION 

In the following we consider conservative Hamiltonian 
systems of 11 degrees of freedom, Assuming that the 
system is near an equilibrium, a number of perturba­
tion techniques are available in dealing with the non­
linear differential equations describing the system. They 
are all based on expansions in terms of a small param­
eter E characterizing the smallness of the initial de­
viation from equilibrium, 

To the lowest order (regardless of the particular 
perturbation scheme) one obtains the so-called linear­
ized equations. Assuming that the system is stable ac­
cording to these equations, standard theory shows that 
there exist 11 modes of harmonic vibrations with fre­
quencies W ={Wl, w2, w3 • • " wn}. 

Carrying the approximation further, some of the per­
turbation schemes are confronted with the following dif­
ficulty. When the eigenfrequencies are commensurable, 
i. e., when a vector n= {111, 112, •• , , nn} of integer compo­
nents exists such that 

W 'n= wlnl + W2n2 + ... + wn11n= 0, 

the perturbation expansion may break down due to the 
occurrence of terms with W· n in the denominator. 

Astronomers long ago (Poincare, 1881 1
) noted that 

these" small denominators" lead to considerable mathe­
matical difficulties. The name given to the problem 
seemed to indicate that it was mainly due to the lack of 
an adequate mathematical method, and not related to a 
physical phenomenon. Already POincari'?, however, 
noted that the problem was due to the very nature of 
the physical system. A more adequate name for the 
phenomenon is resonance, indicating that it relates to 
an observable effect. 

In this report we consider a particular perturbation 
scheme (a variant of the "averaging method, " 
Bogoliubov2

). Our aim has been to test the accuracy of 
its predictions with regard to resonance and stability. 

To this end we have followed two lines of approach. 
First we have compared by numerical simulations the 
predictions given by the original equations and the "aver­
aged" equations emerging from the perturbation scheme. 
In particular we have investigated the accuracy of the 
method in describing a "sharp" phenomenon like the 
periodic solutions of a resonant system. Secondly we 
have investigated whether, by means of this perturba­
tion method, one could indicate stability criteria for 
the system. The simplicity of the well known criteria 
given by Moser, 1962 3 and Arnol'd 1963,4 has been a 
great challenge. 

As it turns out, the stability criteria found through 
our perturbation method are the same as those of 
Moser and Arnol'd for a system of two degrees of free­
dom (n = 2). For a system with n> 2 Arnol'd only gives 
conditions sufficient for stability for a "majority of 
initial conditions." We show that his conditions cannot 
be sufficient for all initial conditions. Further we de­
rive conditions that should be sufficient for stability for 
all initial conditions. 

II. MATHEMATICAL MODEL AND GENERAL 
EQUATIONS 

We consider a conservative mechanical system with 
n degrees of freedom. The motion of this system is 
described by a Hamiltonian H = H(q, p), where q, pare 
generalized coordinates and momentum. The system is 
assumed to be near an equilibrium position q = p = 0 
which is stable according to a linearized theory. We in­
troduce new coordinates by the canonical transformation 

q - Eq, p- EP, (2.1) 

where 0 < E « 1 is a measure of smallness of the devia­
tion from equilibrium. The new Hamiltonian can be ex­
panded about equilibrium as 

(2.2) 

Further Wi' i = 1,2, .. " II, are real numbers and Hm are 
homogeneous polynoms of order 111 in q and p. 

The linear approximation is obtained from (2.2) when 
E: = O. The system then executes harmonic oscillations 
with frequencies Wl, . , ., wm and the coordinates are 
normal coordinates. 

It is useful to introduce angle-action variables. We 
then introduce the canonical transformation 

(q, p)~(II, J), (2.3) 

given by the generating function 

( ) _~12 . 
Fl q, II -/;{ 'i q I cotR"ep 

qj = (2JY /2 sine i , 

Pi = (2Ji )l /2 cosel' (2,5) 

The Hamiltonian can now be written 

(2.6) 

and the corresponding canonical equations of motion 
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become 

• oH3 2 oH4 
8 = W + E -- + E -"J- + • , , , 

oj u 

• _ aH3 2 (}H4 + 
J--E a8 -E a8 (2.7) 

Introducing (1. 5) into the Taylor expansion (2. 2), one 
obtains 

'" 
H = li{J) + ~ E:k-2A~(J) sin(n~ . 9 + 4), (2.8) 

k=3 

where 

(2.9) 

are the contributions to H independent of 9 (the symbol 
- represents an average over all components of 8). 

Further ~ are n-dimensional vectors with integer 
components such that I ~ I'" I n~ll + ... + I n:n 1= k, 4 are 
constants, 

J = (J1, J2 , •• " I n ), J i > 0, 

W = (Wl, W2' •• , wn), 

9 = (81) 82, •• , , 8 n), 

n k 

A~(J) = n Jlnis l /2 x constant. 
J s=1 s 

Finally if we denote the sum in (2.8) H, (2.7) can be 
recast to the form 

. _ ali + an 
9- (}J aJ' 

-• aH 
J=- ae' (2.10) 

III. INTERNAL RESONANCE 

In the linearized case (E: = 0) the solution of (2. 10) ob­
viously is 

J = const, and 9 = wt + const. 

Thus the energy of the normal mode k, JkWk 

(k = 1,2, ... , n), is a constant of motion. 

(3.1) 

If a small nonlinearity (0 < E:« 1) is introduced, one 
does not expect anything drastic to happen on the short 
time scale To = 11 W (where W is a characteristic 
frequency) . 

On some longer time scale Tk=To/E:k(k~ 1), however, 
the total energy of the system may be redistributed be­
tween the different modes. 

To obtain more insight into this process of slow en­
ergy transfer, let us consider the equations (2. 10). The 
first thing to notice, is that the rate of change of the 
angle variable 9 is dominated by the term w. Since j is 
of the order E: or smaller, it takes at least a time in­
terval of the order of '1 = '0/10 to bring about a variation 
in J to zero order (in E:). The angle-dependent part Ii of 
the Hamiltonian consists of terms whose angle depen­
dence are like sin(n~ . 8 + K~). As 8 varies on the time 
scale T u, so will in general the terms of ii. The only 
exception occurs wh~n ~ . W becomes small. The rapid­
ly varying terms of H cannot bring about any cumulative 
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(zero order) change in J. This can only be achieved by 
slowly varying terms. Let the lowest order term of the 
latter category (of the order E:", say) have an angular 
dependence sin{n"+z. e + I<':+Z). If the term had been a 
constant of the order E:k , it would take a time of the 
order of 'k=To/E:k to change J to zero order in E:. To 
obtain the same result with an angular dependent term, 
we must require that the variation of the angle nk

•
Z 

• 9 
does not take place on a shorter time scale than T~, 
i. e., 

! (n"+Z. e) 'SO{E"), 

The relation (3. 2) can be shown to imply that 

".z < {O(E:) when k = 1 
W • n - O(E:2) when k> 1. 

When there exists an n in (2. 8) such that (3.2) is 
satisfied, it is denoted by internal resonance. 

IV. EOUATIONS OF MOTION 

(3.2) 

(3.3) 

In studying internal resonances, it seems quite nat­
ural to apply some variant of the method of averaging 
of Bogoliubov2 (extended by Besjes, 1969 5

). As shown 
by Burshtein and Solovev, 1962,6 it is possible to find 
an "averaged" Hamiltonian, such that the corresponding 
canonical equations are equivalent with the averaged 
original equations. In both cases one introduces the 
expansion 

9=80 +E:91 +E:292 + •.. , 

(4.1) 

Here J 0 and 90 - wt, do not vary on the time scale TO, 

while 9i , J i (i> 0) do. The equations of motion of the 
slowly varying quantities are 

. aH 
80 = :iT' 

• 0 

. aH 
J O =-28

0 

(4.2) 

The "averaged" Hamiltonian to order E: 2 is given by the 
expression (c. f. Ref, 6) 

H=w. J o + E:H3(90' J O)r.3 + E2[K4{90' Jo)r •• + K{Jo)] 

+O(E:3). (4.3) 

Here Hgr •• denotes the resonant terms of Ha, i. e., the 
terms where 

n~ . w S; O(E:). (4.4) 

The quantity K4(90, J o) is defined 

K4(90, J o) = "4(80, J o) + ~ Pl{90, J o)' ~~: 

+ 81(/io, J o) • ilo~:J. (4.5) 

and K4res represents the resonant terms from K4 • These 
consist of resonant terms from H4 , i. e., terms where 

(4.6) 

and resonant terms originating from the last two te rms 
of (4.5), where the resonances 
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(4.7) 

may occur. 

The quantity K(J 0) in (3.3) is given by 

K(J 0) =K4(90, J o), (4.8) 

where again denotes averaging over all components 
of 800 According to (4.5) and (4.8) both K4 and K are 
quadratic functions of J o. To lowest significant order 
the Eqso (402) become 

o ". aA~ 3 3 
80 = w + E.0 -oJ' sin(ni' 80 + Kj ), 

l res 0 

jo= - E ~ n~A~ cos(n~ 0 80 + ~). (4.9) 
i res 

The corresponding equations for 81 and J 1 become 

. a ( f!) '>' oAr . ( 3 . .3) 
E81 = oJ

o 
H- =\~oJosmnl·eO+Kj, 

o a ( H) '>' 3 g (3 3) EJ1 = - --a H - = - E LI nlAI cos nl .80 + Kl . 
0"0 l~ 

(4.10) 

In (4.10) the summation is carried out over nonreso­
nant terms. The equations can be integrated directly 
on the short time scale to give 

'""' -1 oA~ (3 ._~) () 81 = D ~ -oJ cos ni ' 80 + Kj + 0 E , 
ipe«w'nl 0 

(4.11) 

From (4.11) it is apparent that 81 and J 1 are rapidly 
oscillating quantities. When (4.11) is inserted into the 
last two terms of (4.5), one obtains K(Jo) as 

- 1 ". n~ 0 ( 3)2 K(J o)=H4- -4 LI ~ 0 -oJ Ai . 
i~niow 0 

(4.12) 

The averaging process leading from (2,10) to 4,2) 
is a time average over some interval of time t:.t such 
that T u« t:.t «T 1. This should not be confused with the 
process denoted by the symbol -, of averaging over all 
components of 8. 

V. RESONANCES AND INVARIANTS 

A. First order resonance 

A resonance of the order E occurs when there exists 
one or more n3 such that (4.4) is satisfied, i. e. , 
H3res in (4.3) is nonzero. As a result of such a reso­
nance, one generally has a transfer of energy to zero 
order between the modes. 

It is in general not possible to solve the equations of 
motion (4.2) exactly, except for the special case of 
only one resonance, where the equations can be solved 
to the order E (see Appendix). 

As the "averaged" Hamiltonian does not depend on 
time explicitly, H is an invariant. In the case of only 
"exact" resonances, i. e., w 0 n3 = 0, there are two addi­
tional invariants, namely w 0 J 0 and H~r ••• This is read­
ily shown by taking the scalar product of the last of the 
equations (4.9) with w, and recalling that H is an 
invariant. 
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Even in the case where the resonance is not exact, 
the quantity w,J o, which is the only zero order contri­
bution to H , can only have a variation of the order E 
while J o changes to the zero order 

B. Second order resonance. Frequency shift 

If there does not exist any first order resonances 
(i. e., w' ~"* 0 for all n~), 80 - wt and J 0, according to 
(4.2) and (4.3), do not have a variation on the time 
scale T1 • 81 and J 1 as given by (4.11) are still the rele­
vant solution to the order E. As the sum in (4.11) now 
extends over all n~, the last equation gives 

(5.1) 

To obtain the equations for the 80 and J 0, one can use 
(4,2) and (4.3). For later use, however, we want to 
point out another possible approach. This method con­
sists in finding a transformation near to the identity, 
that will enable us to get rid of Hg altogether. If e and 
J are the new canonical variables, one can choose a 
transformation characterized by the generating 
function 

S generates the relation 

~ as ~ 
8= --;;;: = 8- E81(8. J), 

oJ . 

as ~ ~ 
J= iJ8=J+EJ1(8,J). 

As S does not depend explicitly on time, the new 
Hamiltonian H is given by 

H = H[ 8(e, il, J(8, J) 1 

(5.2) 

(5.3) 

= w' J + EH3(8, J) + E2H4(8, J) + .. . (5.4) 

To the second order in E one obtains from (5.1), 
(5.3) and (5.4) 

H=W'J+E2~4(e,j) +J1(8,J)' (i~3J. t ()J 
(5.5) 

Again one introduces an expansion of the type (4.1) 

(5.6) 

where the first order terms are absent for obvious rea­
sons, and eo - wt and J 0 do not vary on the time scale T (J 

and T 1 • 

The equations governing eo and j u to the second order 
in E are found to be 

where 

oK 
t:.W=E2 ~ 

aJu 

(5.7) 

Here K4(8 0' J o) is given by (4.5) and K(J u) by (4.12). 
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Like the case of first order resonance, the equations 
(5.7) cannot in general be solved exactly. An exception 
is again the case where there is only one resonance 
present (see Appendix). 

Again H is an invariant, and the zero order contri­
bution to H, W oJo, can only have a variation of the 
order E:2. 

When no second order resonances are present, (5.7) 
reduces to the form 

(5.8) 

which shows Jo to be constant on the time scale 7 2 , 

Another important fact to notice is the frequency shift 
Aw, which is a linear function of j 0, of second order in 
E:. The finite amplitude vibrations change slightly (to 
the order E: 2) the average properties (equilibrium) of the 
system, which again influences the eigenfrequencies. 

C. Periodic solutions 

When first or second order resonances occur, there 
is generally a continuous flow of energy between the 
interacting mod'es. When only one such resonance oc­
curs, the Hamiltonian generating the equations of mo­
tion for 80 and J 0 can be written 

H = W oJo + E:zK+ EA(Jo) sin(n· 80 + K), (5.9) 

where we have assumed that there are no resonances ,of 
the second order. For completeness we have kept the 
E:

2 term giving rise to a frequency shift. 

The equations of motion are 

• 2- iJK iJA. 
80 = w + E: - + E: - sm(n • 00 + K), 

iJJo oJo 

Jo= - e:An cos(n 080 + K). (5.10) 

If a solution can be found where neither n' 80 nor J 0 

varies, then no energy is transferred, and the reso­
nant modes have periods that are exactly commensur­
able. Such a solution therefore represents a periodic 
motion and occurs when no 80 = J 0 = 0, i. e., when 

n o 80 +K=(7T/2)+N7T, (N=O, 1), 

and 

now+no fE:z oK +e: iJA(_1)Nl -0 L oJo oJ 0 J - . 
Taking into account the structure of 

A (A IX OJ!niI/2) 
i=l 1 , 

one obtains instead of the last equation 

A [!, In In no(w+Aw) +e: - 2.,;_1_1 =0 
2 i =l J Oi ' 

which gives for exact resonance (n • w = 0) 

t rli In; I =O(E:). 
i=1 J o; 

As to the stability of the periodic solUtions, 
lysis shows them to be stable provided 

A 2 f.ln j l3 _(_l)N~>O. f;fT e: 
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(5.11) 

(5.12) 

(5.13) 

an ana-

(5.14) 

Thus for exact resonance, (5.14) is always satisfied. 

In Sec. IX we have tested a particular system by nu­
merical solution of the basic equations. In particular 
we wanted to find out by what degree of accuracy the 
averaged equations would describe a "sharp" pheno­
menon like the periodic solutions. The results indi­
cated a surprising accuracy even for such high values 
of e: as 0.1. 

VI. HIGHER ORDER RESONANCES 

In the following one considers the case where first 
and second order resonances are absent. The trans­
formation procedure outlined in the previous section 
can be repeated to get rid of the E: 2 terms of the angle­
dependent part of the Hamiltonian. The relevant ca-

"nonical transformation is now 

6= 8- E:2~2(8, j), 
J=J + E: 2.12(8, .f). 

Here 82 and 32 are found by direct integration (on the 
timescale 7 0) of the canonical equations for these 
variables. 

The transformation process can be repeated to get 
rid of e: 3

, E:\ .•• etc. contributions to H - H (i. e., the 
angle dependent part of the Hamiltonian), as long as 
no resonances occur to these orders (c. f. Birkhoff, 
1966 7). 

Let the first resonance occur to the order e:k
, and 

assume for SimpliCity that there is only one resonance 
to this order, N' w say. 

The Hamiltonian becomes 

H = Ii + E: kF(8', J'), 

where 

H= w oJ' + E:2K(J') + 0(e:4), 

and the variables 0', J' are the end products of the 
chain of transformations near to the identity, men­
tioned above. 

One introduces the expansions 

o~= 80 +e:k8K + ... , 

J'=JO+e:kJK + ••• , 

(6.2) 

(6.3) 

where again 80, J o have no variation on the time scales 
To, 7 1, ••• , and 7 k_1 . 

The equations governing the variation of 80 and J o 
become 

8
0 
= iJli + e:k ( OF) 

iJJo oJo reB' 

. k(OF) Jo=-E: - , 
080 res 

(6.4) 

which are on a canonical form like (4.2) and (5.7) with 
H given by 

H =H + e:kFr "". (6.5) 

Let F res be given by 
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F ros =A sin(N' eo + K). (6.6) 

From (6.4) and (6.6) it is seen that jollN. Introducing 
the new variables J and </J by 

</J=N, eo and Jo=:oh +NJ, 

where h is a constant, one obtains the equations 

o ali aA. 
1jJ= - +Ek -Sln(ljJ+ K), 

i:lJ aJ 

J = - Ek A cos( IjJ + KL (6.7) 

A necessary condition for a resonance to bring about 
a zero order change in Jo, is that the variation of ljJ 

does not take place on a shorter time scale than T k • Re­
ferring to Eq. (6.7), this condition can be stated ex­
plicitly as 

dlI ( k) 
dJ S.O E • 

Taking into account that an expansion of 1I in terms of 
J correct to the order t, only contains terms of power 
m ~ k in J, the above condition can be replaced by the 
following set of conditions 

dmlI I < O( Ek) for {all 11'1 ~ k (k even) 
d~ J=O - or m~k-1 (k odd), (6.9) 

As k > 2 for a higher order resonance, a necessary con­
dition for these resonances to transfer energy to zero 
order is 

(6.10) 

and 

~ = E2N 0 ~ , N < 0(Em1n (k,4») 
2-] 2 

dJ J=U iJJOilJO - . 
(6.11) 

For /;>= 3 the conditions (6.10)-(6.11) are equivalent 
to (6.8). For 1::>3 (6,8) is more restrictive than (6.10) 
and (6.11). 

It can also be shown directly from the invariance of 
H, that (6.10) and (6.11) are necessary conditions for 
a zero order variation' of J o. If J 0 is given by h initially 
[J 0(0) = h], J is a direct measure of the variation in J Q. 

From the constancy of H one obtains 

[W+E2 ilK I ] ,NJ+ E2N'~ 'NJ2 +O(E4) 
aJo J=O 2 aJoaJo 

+ Ek F r .. = const, (6. 12) 

where 

2 oK I E - =.:!>.w(O). 
2J Q J =0 

If the relations (6.10)-(6,11) are satisfied, the first 
two terms in (6.12) become of the order Eln1n (k,4). For 
J( = 3 this may be sufficient for J (and thereby the vari­
ation of J 0) to be of the order zero, as shown by simu­
lation of a particular example in Sec. VIIL For h' 3 
the term of order E4 in (6.12) must be taken into ac­
count, and the condition (6.9) becomes much more 
restrictive. 

In any case, if only the relation (6.10) is satisfied 
(i. e., the resonance condition is satisfied initially), 
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(6.12) tells us that the variation of J 0 will be bounded 
like 

(6.13) 

The relation above tells us for example that for k = 3, 
J u can only have a variation less than or of the order 
-lEo 

VII. RELATION TO STABILITY 

If the equilibrium q = p = 0 (Sec. II) is a true equilib­
rium, the eigenfrequencies Wl, w2 • •• , wn are positive 
quantities. This is so, because the total energy asso­
ciated with an arbitrary small perturbation must be 
positive. 

If the "equilibrium" is not a true one (e.g., the re­
stricted three body problems and the gravity gradient 
satellite problem-see Alfriend el ai., 1972 B) one may 
still end up with a meaningful expansion like (2.6). In 
this case, however, there is no reason to expect that 
the Hamiltonian of the perturbed motion (2.6) is posi­
tive definite. That is, some of the quantities Wi may be 
negative. 

In problems of nonlinear interaction of waves one may 
have a similar situation with "negative energy waves" 
(see, e, g., Dysthe, 1970 9

). 

In the case where all Wi are positive, equilibrium is 
always stable in the sense that small perturbations 
from the equilibrium remain small 

If, however, some of the Wi are negative (and some 
positive), a "kinematical" possibility for an instability 
exists. This is so because it is now possible to increase 
the energy (or rather the absolute value of the energy 
I WiJi I of the different modes without violating the 
conservation of total energy. 

As can be seen from the previous sections, the only 
dynamical effect that can bring about an appreciable 
change in J are the internal resonances. For a given 
resonance n· W:::O one has jl!n. Since the components 
J i :- 0, an "unlimited" growth can only occur if all com­
ponents of n are positive. The resonance condition can 
still be satisfied, as some of the components of CL' are 
negative. 

As shown in the previous sections a first or second 
order resonance now::: 0, may transfer energy between 
the different modes, if the components of n are all posi­
tive, this means that positive energy will be transferred 
from the negative eneq,ry modes to the positive energy 
modes Thus the absolute value of the energy increases 
for the modes involved in the resonance, and we have 
an unstable situation. 

For the higher order resonances, however, the con­
dition (6.8) must be satisfied in order to have transfer 
of energy. A sufficient condition for stability can be in­
dicated as follows. 

(a) No first and second order resonances should exist. 

(b) While higher order resonances may exist, the re­
lation (6.11) should not be satisfied. 

Arnold, 1963 4 gives somewhat different conditions. 
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Instead of (a) he introduces the condition 

(A) w' n '"'" ° for all n such that 1 n I.; 4, 

which is more restrictive since a violation of (A) does 
not imply that a resonance actually occurs in the system. 

Instead of (b) he gives the conditions 

(B) 

(1·) D t I a
2

K I'"'" ° e oJooJo ' 

or 

o2K 
--w 

(ii) Det oJooJo *0, 

w ° 
For a system of two degrees of freedom (n == 2), it is 

easily shown that (b) and [B (ii)] are equivalent. For n 
> 2, however, (b) is more restrictive than both [B (ii)] 
and [B {O]. 

To illustrate this point we have constructed an exam­
ple with n == 3, where [B (i) and (ii)] are satisfied and 
(b) is noL 

Such a system should according to Arnold be stable 
for a majority of initial conditions. We find (c,f. Sec. 
VIII) that when the initial data is chosen such that (6. 10) 
is satisfied, the system is unstable. To satisfy (6.10) 
J{O) must be chosen from a section of J space of mea­
sure (volume) e:, so Arnolds conclusions are not 
contradicted. 

Our results show, however, that in order to obtain 
general criteria of stability (not excluding a minority 
of initial conditions) one should apply a condition of the 
type (b) rather than [B (i) and (ii) J. It seems that a suf­
ficient condition would be (A) together with the require­
ment that K{J) be definite" 

VIII. AN EXAMPLE 

In studying the effect of higher order internal reso­
nances, we have considered a system with the 
Hamiltonian 

where 

H3 ==0, 

H4 == Aqt + Bq~ + Cqj, 

H5=qrq~q3' 

(S.1) 

(S.2) 

For one internal resonance to order e:3 we obtain the 
averaged Hamiltonian 

H = w 'J + 1e:2(AJf + BJ~ + CJ~) 

(S,3) 

that is 

H == w ' J + e:2 J ' K 'J + e:3 D(J) sinn' 11 + O(€4), (S.4) 
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where 

K~ ~~n ~. (8.5) 

From (6. 10)-{6. 11) a necessary condition for a 
transfer of energy to zero order is 

(w + 2€2h, K) • n <.; O(€3), 

and 

The exact equations of motion are given by 

iii + wrql + €2Wl (4Aqf + €2qlq~q3) == 0, 

lia + W~q2 + E2W2(4Bq~ + €2qtq2q3) == 0, 

ii3 + w~qs + e:2ws(4Cq; + €qfq~) = 0. 

A. Simulation 

(S.7) 

We have simulated (S. 7) for two internal resonances 
to order €3, using an integration routine described by 
Bulirsh et at., 1967. 10 

(A) When n==(2,2,1), 

with constants 

wl=-1,91, w2 =0,S2, A==i, B=-i!;, E=0,1, 

Ws and C satisfying (S.6), 

and initial values 

This gives 

1T 1T 1T 
8(0) == 2111 + 211a + 1Is = 2 ' 6 + 2, 6 + "3 = 1T, JI{O) = 1wj . 

Arnold's conditions for stability, VII (B), are satisfied 

lo;oa~o \= IKI",0.2S*0, 

o2K 
-~w 

oJooJo =/K WI "'2. 02 *0. 

wOw ° 
(B) When n= (- 2, 2, 1), 

with constants 

wl=1,91, wz=0,S2, A=i, B=-t, E==i, 

"3 and C satisfying 

and initial values 

ql=l, ql=O, qa=1, q2=0, qs=O, qs=ws' 

This gives 

8(0)=2111 +282 + 1Is= 2, (1T/2) + 2, (1T/2) + 0= 21T, 

J j (0)=1w/. 

Arnold's conditions for stability are satisfied 

IKI",0.16,"",0, 

I~ ~1"'3.4*0. 
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FIG. 1. Evolution of average energy of oscillators, positive 
and negative energy oscillators. 

B. Results 

For the system (A) an "explosive" growth is obtained 
on the time scale T 3, the results are given in Fig, 1. 
After a certain time, however, the growth is saturated, 
and energy is transferred the oppoiste way due to the 
presence of higher order terms. 

For the system (B) a transfer of energy is obtained 
on the time scale T3 • Energy from mode 2 and 3 is 
transferred to mode 1. The results are given in 
Fig. 2. 

IX. A TEST OF THE METHOD OF AVERAGING­
ELASTIC PENDULUM 

We consider the elastic pendulum (a two degree of 
freedom system) c. f. Van der Burgh, 1968. 11 

The system consists of a linear spring with zero 
mass, length lo, and string constant k. With a load of 
mass 111, the length in the equilibrium position is l, 
c. f. Fig. 3. 

'5 

;r 

, 
·r 
'" , 
?! c .. r----.. 

t ~ 
E2 

I 
1C{'C 2OC~ 

FIG. 2. Evolution of average energy of positive energy 
oscillators. 
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I ~ 
3000 sec 

The Hamiltonian is given by 

- COSq2), 

and the exact equations of motion are 

iil + W~ql- cosq2 - (l +ql)qi + g= 0, 

.. + 2 sinQ2 + ~ q1q2 - ° 
Q2 W2 1 + Q

1
/l 1 1 + qdl - , 

where 

Q1=r, Q=8, W~=k/1I1, w~=g/L 

(9.1) 

(9.2) 

(9.3) 

Choosing kim = 4{g/l) , there is a resonance to order 
E, i. e., 

Defining 8=282- 810 the averaged Hamiltonian is 
found to be 

(9.5) 

the equations of motion to the order E2 are given by 

o A J . 39 1 
81 = Wl + 2 dJrn sm8 + 64 --:;;;p;J2, 

82 = W2 + A (Jd1 /2 sin8 + ~l mJ1 - ffsJ2), 
m 

o 1/2 J1 =A(J1 ) J 2 cos8, 

.12 = - 2A(J1 )1 /2J2 cos8, 

where 

(9.6) 

Periodic solutions occur when 8 = J 1 = J 2 = O. From 
(9.6) one obtains the following conditions (expressed in 
the variables q) correct to order E2 

FIG. 3. The elastic pendulum. 
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10-3 

25 
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'0-3 

25 

FIG. 4. Action vari­
ables for the elastic 
pendulum, consider­
able energy transfer. 
Exact and averaged 
equations. 

(9.7) 

As shown in Sec. V these oscillations should be 
stable. 

Simulation 

We have simulated the equations of motion (9.2), 
(9.6), and the resulting action variables are given by 
Fig. 4 and Fig. 5 for the cases of considerable energy­
transfer and for periodic oscillations of the order € 

(in this example € is of the order 0.1). The rapidly 
oscillating parts result from Simulation of (9.2). This 
shows that Simulation of the averaged equations (9.6) 
are highly effective and laboursaving. 

We further searched for the periodic solutions and 
choseqlO=0.06m, wz=4.0, g=9.8l9mjsec2

• From 
(9.7) periodic solutions are obtained for qzo=± 0.2470. 
The simulation indicates a periodic orbit for qzo = 
± O. 2436 (Fig. 6). Thus the difference between our nu­
merical estimates and those calculated from the aver­
aged equations are of the order €3. 

105 

105 

time 

FIG. 5. Action vari­
ables for the elastic 
pendulum, periodic os­
cillations of the order 
E. Exact and averaged 
equations. 
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APPENDIX 

1. Exact solution to order e 

Suppose there eXists only one exact resonance to 
order €. To this order the equations of motion are 
given by 

• OA . ) 80 =: w + € - sm(n· 80 = K , 
aJo 

Jo= - mA cos(n· eo + K). (AI) 

From Sec. V we have the following invariant to order 

H3re• =A(Jo) sin(n· 80 + K) = El = const. (A2) 

(AI) gives Jolin, therefore we introduce hand Q 

J o= h + nO! (A3) 

where h is a constant vector giving the intial values of 
J o• Then we obtain 

dO! = 'f E(A2 _ E2)1/Z = 'f €(C1 0!3 + CzO!z + C
3 

Q + C
4

)1 /2, 

dt (A4) 

where 

C1 =K :nnn, 

C2 =3Kinnh, 

C3 =3Kinhh, 

C4 = K! hhh- E;f, (A5) 

and K is a symmetric tensor of order 3 given by 

A2(JO) = K iJoJoJo. (A6) 

The solution O! of (A4) can be found by using elliptic 
functions. 

2. Exact solution to order e2 

Suppose there is only one exact resonance to order 
€2. To this order the equations of motion are given by 

eo = w + €2 ~J [K(Jo) + S(Jo) sin(n· 80 + K)], a 0 

• 2 ) J o= - € nS(Jo) cos(n· 80 + K , (A7) 

where S(Jo) is a homogeneous polynomial of order four 

ql lmeters) 

1:: ' 47 

1 
(0,·Q2) c(6-10-2.02'36) 

(91,'1:>1 c (0 01 

1 
(QI,Q2) c (60 10-2,02,35) 

(ql A21 c (-2 3-'0-3, -19 _10-3) 

FIG. 6. Simulated periodic orbit for the elastic pendulum. 
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in the components (J1)1/2 and K(Jo) is given by (4.12). 
The following invariant to order £2 is obtained: 

K(J 0) + S(J 0) sin(n . 80 + K) = E2 = const. (A8) 

By introducing hand Q as in (A3) we obtain 

(A9) 

where S2( Q) - [E2 - K( Q)]2 is a polynomial of order four 
:in Q. The solution Q of (A9) can be found by using el­
liptic functions. 
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Motion of a body in general relativity* 
Robert Geroch and Pong Soo Jang 
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A simple theorem, whose physical interpretation is that an isolated, gravitating body in general 
relativity moves approximately along a geodesic, is obtained. 

1. INTRODUCTION 

It is a consequence of Einstein's equation in general 
relativity that the divergence of the stress-energy ten­
sor of matter vanishes, i. e., that, in physical terms, 
"locally, energy and momentum are conserved. " One 
might expect, therefore, that it should be true in some 
sense that the motion of a body in the theory must be 
along a geodesic. One would like to prove some theorem 
in general relativity to this effect. The difficult part of 
obtaining such a theorem is apparently the formulation 
of its statement, A physical body is described in the 
theory by a four-dimensional region of space-time: 
What, then, is to be meant by "move along a geodesic?" 
Even the passage to an infinitesimal body does not im­
mediately resolve the difficulty, for in this case, al­
though one indeed obtains a unique world line for the 
body, the metric would be expected to become singular 
there: What, then, is to be meant by "this world line is 
a geodesic?" 

A number of results suggestive of geodesic motion are 
known. 

It is easily shown that, if the matter consists only of 
dust, then the world line of each dust particle must be 
a geodeSic. This result suggests the following conjec­
ture: The world tube of any body contains a timelike 
geodesic. Indeed, this conjecture is known1 to be true 
for the case of a perfect fluid with isotropic pressure. 
Unfortunately, the conjecture is apparently false for 
more general sources. 2 

In an alternative approach to the problem of motion, 
due to Newman and his co-workers, 3 the motion of the 
body is described in terms of the asymptotic behavior of 
its gravitational field. The final equations governing this 
asymptotic field are indeed suggestive of geodeSic mo­
tion. It appears, however, to be difficult to interpret 
these equations directly in terms of the appearance of 
the body to observers in its local neighborhood. Fur­
thermore, the method is not immediately applicable to 
the case of one body moving under the influence of an­
other, since the asymptotic analYSis would require that 
both bodies in this case be regarded as a single system. 
It has been suggested4 that both of these difficulties can 
be avoided, at least for the case of a black hole, by re­
interpreting the equations as representing the behavior 
of the gravitational field near the hole. 

A third approach5 involves the passage to the limit of 
an infinitesimal body, i. e., the replacement of the phy­
sical body by a "line Singularity" in an otherwise smooth 
space-time. One wishes to show, by analyzing the 
structure of such a Singular world line, that it repre­
sents, in some sense, a geodesic. Since the metric it-

self is Singular on this world line, one is forced to in­
troduce some sort of averaging procedure. Apparently, 
the procedures available at present may not be indepen­
dent of the choice of coordinates. Furthermore, recent 
work6 suggests that there may even be ambiguities al­
ready in the attachment, to a smooth space-time, of the 
"world line of Singular points. " 

Finally, we mention an approach due to Dixon, 7 in 
which one introduces a certain world-line within a gravi­
tating body, a line which suitably generalizes the New­
tonian center of mass. The acceleration of this world 
line is expressed as a sum of integrals over the body, 
where these integrals represent the interaction of the 
mass multipoles of the body with the curvature of 
space-time. Geodesic motion arises as follows: One 
would expect that, for the case of a "small body, with 
little multipole structure, •• these integrals will also be 
small, whence the center-of-mass line will be nearly a 
geodesic. Of course, this formulation gives, not only 
this geodesic limit, but also the motion of a body in de­
tail. Consider, for example, an isolated body which is 
spherical and homogeneous, except for a small region of 
higher density, slightly displaced from the center. One 
expects (e. g., from the Newtonian limit) that the center­
of -mass world line of such a body will not be a geodesic; 
the present formulation would express this acceleration 
in terms of integrals over the body. Yet external obser­
vers would see the body as a whole moving approxi­
mately on a geodesic. What one might like to do for this 
example, and what is apparently difficult to do in detail, 
is introduce an "average acceleration" of the entire 
body, rather than an "acceleration of its average 
position. " 

The purpose of this paper is to introduce still another 
approach to the problem of the motion of a body in gen­
eral relativity. Our approach differs from those dis­
cussed above in one, apparently minor, respect: We 
first introduce a world line, and only then the gravitating 
body, rather than the other way around. One is thus able 
to obtain a theorem which suggests geodesic motion, 
which is general, and yet which is extremely Simple, 
both to state and to prove. The disadvantages of our ap­
proach are, first, that the physical interpretation of the 
theorem is somewhat less direct, and, second, that the 
method itself is not well-suited to obtaining any further 
details about the motion of the body. 

2. MOTION OF BODIES 

We first recall some facts about the motion of a body 
in special relativity. 

We represent our body by a nonzero, symmetric ten­
sor field T"b, its stress -energy, on Minkowski space 
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M, where this T is conserved: VbT'b=O. Denote by Pa 
and Jab (= J[abJ) those tensor fields 8 on M with the follow­
ing property: for any Killing field ~a on M, 

(1) 

where the integral on the right extends over any space­
like 3-surface 5 cutting the world tube of the body, i. e. , 
cutting the support of T. By conservation of T and 
Killing's equation, this integral is independent of the 
choice of 50 Physically, Pa and Jab' evaluated at a point 
of M, represent the momentum and angular momentum, 
respectively, of the body about this point as origino 
From the fact that the left side of (1) must be indepen­
dent of position, it follows that 

(2) 

This, of course, is the dependence one would expect of 
the momentum and angular momentum on the choice of 
origino 

Now suppose that our T'b satisfies the following 
(strong) energy condition: For ta and t; any future­
directed timelike vectors at a point at which T'b is non­
zero, T'btat~ is positive, It follows in this case from (1) 
(choosing for ~a a time-translation) that Pa is also time­
like and future-directed. Define the center-of-mass 
world line y of the body as the set of points of M at which 
P'Jab = O. It is easily checked from (2) (which can be in­
tegrated explicitly) that this y is a timelike geodesic, 
with tangent vector P'. 

There remains only to show that, in some sense, this 
center-of-mass world line y remains "near the world 
tube of the body. " Define the (spatial) convex hull of T 
to be the union of all segments of spacelike geodesics 
having both endpoints in the world tubeo Consider now 
(1), evaluating the left side at a point p of y, using for 
the S on the right the space like 3-plane through p ortho­
gonal to P', and using for ~a a boost about P' at p. For 
these choices, the left side of (1) vanishes. But the in­
tegral on the right is a positively weighted average, over 
the support of T, of position relative to p. Hence, p 
must lie within the convex hull of To We conclude that 
the geodesic y lies entirely within the convex hull of T. 
In this sense, then, a body in special relatively "moves 
on a geodesic 0 " 

Of course, the above result is not available in the 
presence of curvature, for one does not normally have 
enough Killing fields in that case. Our result is the 
following; 

Theorem: Let M, gab be a space-timeo Let r be a 
curve on M satisfying the following condition: For any 
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neighborhood U of r, there exists a nonzero, symmet­
ric, conserved tensor field T'b on M which satisfies the 
energy condition, and whose support is in U o Then r is 
a timelike geodesic. 

The proof consists of noting that "the nearer one is to 
r, the more nearly is the result of special relativity 
applicable." Fix,9 once and for all, a flat metric gab in 
~ome neighborhood of r, such that the metrics gaJ/ and 
gab' as well as their derivative operators Va and Va' co­
incide on r. Consider a symmetric T'b having support 
in this neighborhood. For each spacelike 3-plane (with 
respect to g) S, define Pa(5) and <{b(5) by (1), where the 
Killing fields therein refer to g, and where the integral 
on the right is to be carried out over 50 For each 5, this 
Pa(5) and J.b(5) satisfy (2), and so we obtain as before a 
geodesic (with respect to g), y(5) at a point of the con­
vex hull (with respect to g) of T. 

Now suppose that T'b is conserved with respect to g. 
Then T'b will not in general be conserved with respect 
to go Iiowever ,_ since the derivative operators coincide 
on r, V bT'b = (V b - V b)T'b can be made as small as we 
wish (relative to the size of T'b) by chOOSing the support 
of T'b to be sufficiently small. Since the difference be­
tween the right sides of (1) for two surfaces, 5 and 5', 
is given by fy(V bT'b)~a dV where the integral extends over 
the region V between 5 and 5', this right side can also be 
made as small as we please. That is, the geodesics 
y(5), as 5 ranges over 3-planes, can all be made to be 
as close to each other as we wish. From this and the 
fact that the intersection of each 5 with the convex hull 
of the world tube contains a point of some 'Y (5), we con­
clude that the curve r is as close as we wish to some 
geodesic (with respect to g). But this is possible only if 
r is itself a geodesic with respect to g. Since Va = Va on 
r, r must therefore be a geodesic also with respect to 
g. 

Of course, the physical interpretation of the theorem 
is that, for any body, "insofar as that body is sufficient­
ly small compared with the curvature that it may be re­
garded as a realization of the limit implicit in the theo­
rem, then to that extent so may it be regarded as follow­
ing some geodesic r. " 

Finally, we remark that the theorem does not conflict 
with the standard (nongeodesic) equations for the motion 
of a spinning body, or of a body with a quadrupole mo­
ment. For a body satisfying the energy condition, and 
with spatial extension of the order of 1\ its angular mo­
mentum per unit mass and quadrupole moment per unit 
mass cannot exceed the order of Ii and 02

, respectively. 
Thus, for such a body, the effects of angular momen­
tum and quadrupole moment on its motion can be made 
to be as small as one wishes by choosing the body itself 
to be sufficiently smalL The theorem, however, asserts 
only that r is a geodesic if "arbitrarily small bodies fol­
low r." 
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For a class of short-range nonlocal potentials, and for the energy variable E in a certain part of the 
complex plane, we obtain a generalized subtracted dispersion relation which relates the forward scattering 
amplitude to contributions from negative energy pole terms, a usual dispersion integral along the 
positive real axis of the complex energy plane, and a uniformly convergent infinite series, apart from 
subtraction terms, subject to the condition that no bound state exists with energy less than - y2, 
where y is some parameter of the potential. 

I. THE RESULT 

We consider short-ranged rotationally invariant non­
local potentials V(x, x') satisfying the following 
conditions: 

(1) V(x, Xl) is real, V(x, x') = V(x' , x) 

(2) V(x, x') is rotationally invariant: 

V(x,x')=V(x,x', cosv), 

x = I x I > 0. x' = I x' I > 0, l:"cosv:"-l, 

where v is the angle between x and x' , 

(3) 

V(x, x, , cos v} 

(x+a)mexp(-yx) V(' ) (x'+a)rnexp(-yx') 
x'" x, x , cosv X"" 

y>o, a>O, m=0,1,2,· .. , etc., %>(\':"0, 

where V(x, x', cosv) is continuous in x, x', and cosv in 
x> 0, x' > 0, and 1:" cosv:" - 1, and bounded in this 
region. 

(4) The system has no negative energy bound state 
with energy less than _ y2. 

For any potential belonging to this class, the forward 
scattering amplitude F(k) = f(E}, where E = k2

, is 
holomorphic in y > Imk > - (y - E), for any E in y:" E> 0, 
perhaps with the exception of a finite number of poles 
at the nonreal zeroes of c.(k), 1 where c.(k) is the 
Fredholm determinant of the kernel 

-1 f K(k'x x') = - dx" , , 47T 

x exp(iklx-x" I) V(x" ,x'). 
lx-x" I 

We introduce a region 1(s, T) in the E plane as follows. 
We know thae c.(k) is holomorphic in Imk > - y whose 
zeroes in Imk> ° are finite in number and are all 
situated on the upper imaginary axis Rek = 0, Imk> 0 
and correspond to negative bound state energies of the 
system. We define U+(s} to be the set {k Is> Imk > O} 
where y> s> ° and s is sufficiently small so that u.(s) , 
the closure of U.(s), does not include any nonreal zero 
of c.(k). We next define U+(s, T) to be the set of all points 
in U+(s) which are at distances more than some positive 

number T from the real zeroes ± k1 , ± k z, ... , ± k n • with 
kn >kn_1 >···>k , >O, and the point k=O. ifc.(O)=O. of 
c.(k).4 We then define a region W+(s, T) in the E plane to 
be W.(s, r) = {E = kZ I k 0:: U.(s, rn. Then we have the 
following result, valid for E ~ W.(s, r): 

(E - Er? i~ dE' Imf(E') _1_, Q < cO (1) 
+ 7T Q (E' - Er? E' - E P , 

where ;>c> ° is an arbitrary positive number, Ei, i 
= 1, 2, ... ,N-, are the negative bound state energies of 
the system (which are assumed to be all greater than 
- y2), Er is any constant not on the interval [0,00) and 
not equal to Ej and - (y + p;>c)Z for i = 1, 2, ... ,N- and 
P=1,2, ... , andD Q , Du Bp fori=1.2, .... N-, and 
G

pq 
are constants which are likely to depend on ;>c and 

E
T

• Here the infinite series is uniformly convergent with 
respect to E for E r=: W. (s, r). We call this series a 
dispersion series. This relation is also valid for 
Ec=:I(s,p)={E=k2IkEU.(s), IE-k~l>p, i=1,2 ..... I/, 
for some arbitrary p, and E satisfying further IE I> p 
if c.(0) = Or. We represent the regions U+(s, r) and 1(s, p) 
in Figs. 1 and 2, respectively, for the case n~ 1, 

c.(Oh'0. 

We now write down a similar relation valid for E 

k plane 

FIG. 1. U.(s, r) is the shaded region, for n= 1, b.(O) " O. 
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-5' 

E plane 

FIG. 2. [(5, p) is the shaded region for n= 1, t:.(O) "" o. 

belonging to part of the positive real axis. We define, 
for any p > 0, the set J(p) = {E IE> p, IE - Ej I > p, 
i = 1, 2, ... , N+}, where the set {E iii = 1, 2, ... , N+} are 
the positive energy eigenvalues of the system. Then for 
E~ J(p), we have the relation 

Ref(E) 

~ Qp 

+ (E -Er)2 6 6 
p =1 q =4 

(0,00) vanishing outside some interval (1), ~), ~ >1) > 0, 
can be approximated arbitrarily closely in L 2(0,00) norm 
by linear combinations of I/J,p(x), p= 1,2,"', for fixed 
l. Consequently, for any given l, the linear span of the 
set {I/J,p(x) IP= 1, 2,···} is dense in C(O, 00). If we let 
{¢,m(x) 1m = 1, 2, .. ·} denote the set of orthonormal func­
tions in L 2(0, 00) obtained from the set {I/J,p(X) I P = 1,2,"·} 
by the Schmidt orthonormalization procedure, then it 
forms a complete orthonormal basis in L 2(0,00), for any 
given l. 

We introduce the Hilbert space L2(R3) of measurable 
functions I(x) on R3 satisfying 

f dx If(x) 12 < 00 

equipped with the scalar product 

(f1'/2) = f dxf1(x)* 12(X) 

for f1' 12 c: L2(R3). 

Putting 

V(x,x')=exp(- /.Lx) V(x, x')exp(-Ilx'), X= lxi, x' = lx' I, 
and introducing 

cO 00 ,+1 ..... 

C lmn= 10 10 L dx dx' d cosv V(x, x', cosv) ¢,m(X) 

X¢,n(xl)P1(COSV), Z=0,1,2,··., m,n=1,2,'" 

with x· x' = xx' cos v, we define 

VA (x, x') = exp( - /.Lx) VA(x, x') exp( - /.LX'), 

L M N 
VA(x,x' )=:0 6 2:; C,mn¢lm(x)¢,n(x')P,(cosv), 

l =0 m =1 n=l 

where A denotes the triplet {L, AJ, N}. From our result 
on the completeness of the set {¢lm(x) 1m = 1,2, .. ·} for 

1 
x (E' -E) . Q < 00 p , (2) arbitrary t, we obtain 

with the same constants as before. 

II. METHOD OF PROOF 

We now outline the proof of the result in Sec. I. 

To start with, we introduce the Hilbert space L 2(0,00) 
of measurable functions fix) on (0,00) satisfying 

r dxx21/(x)12<oo 

with scalar product 

(f1' 1 2 ) =.r dx x2 f 1(x)* f2(x) 

for fl' 12 belonging to the space. We also introduce the 
following set of functions: 

l/J,p(x)=x'exp[-(/.L1+P,\)X], oo>x>O, 

{=0,1,2, ... , P=1,2, ... , '\>0, /.L1=Y-/.L, 

where y> /.L > ° if the system has no negative energy 
bound states and y> /.L > (E;;',n)1/2 > ° if there is at least 
one negative energy bound state, with E;;"n being the 
lowest of the negative energy eigenvalues. 

By using the transformation 

y=exp(-Ax) 

and using the Weierstrass approximation theorem, 5 we 
may show that for any given 1 any continuous function on 

69 J. Math. Phys., Vol. 16, No.1, January 1975 

lim IIVA - VII =0, lim IIVA - VII =0, 
A-oo A-oo 

where II II is the Hilbert-Schmidt norm for Hilbert­
Schmidt operators in L2(R 3

), A - 00 means L, M, N - 00 

Simultaneously, and V, VA' V, VA denote operators in 
L 2(R 3

) with the respective kernels V(x, x'), etc. 

We reintroduce the kernel 

K(k'x x') = =-.!. f dx" exp( ik I x - x" I) V(x", x') 
, '471 I x - x" I 

for Imk> - /.L, and introduce the following other kernels, 
also for Imk> - /.L: 

K (k'x x') = =-.!.f dx" exp(ik I x - x
lf 

I) V (X" x') 
A , '471 I x _ x" I A" 

K(k'X x')= =-.!.f dx" exp(iklx-x"l) V(x" x') 
, '471 I x - x" I " 

K (k'x x') = =2. f dx" exp(ik lx-x" I) V (x" x') 
A , '471 I x _ xlf I A" 

If we let t:.(k), t:.A(k), ~(k), and ~A(k) be the Fredholm 
determinants, for Imk> - /.L, for the kernels K(k;x, x'), 
KA (k;x, x'), K(k;x, x'), and KA (k;x, Xl) respectively, de­
fined as in Ref. 2, we have the relations 

.l(k) = ~(k), .lA (k) = ~A (k), Imk> - /.L. 
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If we further let K(k) and KA(k) be the integral 
operators in L 2(R3) with kernels K(k;x, x') and KA (k;x, x'), 
then they belong to the Hilbert-Schmidt class. We can 
prove, for any !l2 satisfying !l> !l2 > 0, 

IIK(k) II < const, Imk> - !l2' 

and 
A • 

lim 11K~(k)-K"(k)II=O, n=1,2, ... , 
A-~ 

uniformly with respect to k in Imk> - !l2' by induction. 

Hence. using a result of Ref. 6, we have 

TrkA"(k) - TrK"(k), n=2,3, ... , 
A-~ 

uniformly with respect to k in Imk > - !l2' We also have 

TrKA(k) - TrK(k) 
A-~ 

uniformly with respect to k in Imk> - !l2' 

Hence we obtain, using a formula of Ref. 7 for the 
Fredholm determinant of a Hilbert-Schmidt operator, 
the result 

~A (I?) - '&(k) 
A-~ 

uniformly with respect to k in Imk> - !l2' and conse­
quently the result 

LlA (k) - 6.(k) 
A-~ 

uniformly with respect to k in Imk> - !l2' Similarly, 
using a formula of Ref. 7 for the Fredholm minor of a 
Hilbert-Schmidt operator, we obtain 

lim II~A(k;. ,.)-~(k;. ,·)11=0 
-4.-"'0. 

uniformly with respect to k in Imk> - !l2' where '&(k;., .) 
and .iA (k; . , .), for Imk> - Jl, are the Hilbert-Schmidt 
operators in L 2(R 3

) whose kernels are the Fredholm 
minors of the operators K(k) and KA(k) respectively. 
We have 

Ll(k;x, x') = exp(j..Lx) ~(k;x, Xl) exp( - )..LX'), 

where Ll(k;x, x') and LlA (k;x, x') are the Fredholm minors 
for 1m!? > -!l for the kernels K(k;x, x') and K A (k;x, x') 
respectively, defined as in Ref. 2. 

We now let F(k) and FA (k) be the forward scattering 
amplitude corresponding to the potentials V(x, x,) and 
V A (x, x') respectively, which can be shown8 to be holo­
morphic in 11m!? I < 1', perhaps with the exception of a 
finite number of nonreal poles in each case. Using the 
results obtained above, we can demonstrate 

(3) 

uniformly in W(s, T, t), for any sufficiently small posi­
tive I, where W(s, T, t) is the set of all points in 
s> Imk > - t which are at distances more than T > ° from 
the real zeroes of 6.(k), where T is arbitrary. 

For the scattering amplitude FA (k), which is actually 
holomorphic in Imk> - E for some sufficiently small 
E> 0, perhaps with the exception of poles along the upper 
imaginary axis k = iK, K> 0, we have the following sub-
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tracted dispersion relation, valid for E in the complex 
E-plane cut from 0 to 00: 

fA (E) =D 0 + D1(E - E,) + (E - E,)2 

Hi B 
x 6 ~ +(E_E,)2 

;=1 E-E iA 

x t ~ G'a 
P=l a= 4 [(E + (I' + p:\.)2Ja 

for all A sufficiently large (i. e., L, M, N aU sufficiently 
large), where X, E" Do, D 1 , and Gpq are constants 
described in Sec. I, EtA are the negative bound state 
energies of the system described by the potential 
VA(x,x'), with i= 1, 2, ... ,N~, and BiA are constants de­
pending on i, Ill> X, A, and E" with i = 1, 2,,,,, Ni... Here 
we have used the condition Ej > - 1'2, i = 1, 2, "', N-, and 
the result that given arbitrary disjoint open intervals 
Ii; around Ei, i = 1,2, "', N-, the eigenvalues EiA' i. 
= 1,2, ... , Ni.., are all situated inside the intervals I) i' 
i = 1, 2, ... , N~, for all sufficiently large A. 9 

Using the expression of the transition operator in 
terms of the potential and the resolvent of the 
Hamiltonian, and the eigenfunction expansion of the 
resolvent kernel, lO we obtain 

1 
BIA = (E -E~ )2 

, .A 

where 

e is any unit vector 

and xiil(x), j = 1, 2, ... ,J iA' form the set of orthonor­
malised energy eigenfunctions of the system described 
by the potential V A (x, X'), corresponding to the energy 

EtA" 

Using the result mentioned above on the distribution 
of the eigenvalues EiA' i = 1, 2, .. " NA, as A - 00, and 
also the following relation, 9 

PA(OI) - Pi' i=1,2, ... ,N-, 
A-~ 

in operator norm, where PA(I)I) is the projection onto 
the direct sum of the characteristic subspaces of the 
Hamiltonian operator associated with the potential 
V A (x, x,) corresponding to its eigenvalues in the interval 
I)i and where PI is the projection onto the characteristic 
subspace of the Hamiltonian operator associated with 
the potential V(x, x,) corresponding to the eigenvalue 
Ej, we obtain 

(5) 

uniformly with respect to k in W(s, t), for some suf­
ficiently small t > 0, the region in the k plane conSisting 
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of all points belonging to U.(s) and all pOints in 
o ? Imk > - t, where B i are some constants which may 
depend on :\ and E r • 

The relations (1) and (2) follow from (3), (4), and (5) 
by contour deformation in k' plane, with E' = k,2. 
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A relationship between all the generalized Casimir operators of complementary unitary groups is 
derived, both in the fermion and boson realizations of the corresponding Lie algebras. It is shown 
that the number of independent Casimir operators of unitary groups reduces essentially to half the 
number for self-conjugate irreducible representations. 

1. INTRODUCTION 

The notion of complementary subgroups within a 
given irreducible representation (IR) of the larger group 
is defined by Moshinsky and Quesne in Ref. 1. They 
used this concept in applications to the treatment of 
many-body forces, the state-labeling problem and the 
quasiparticle picture. 1,:, 

In this article, we shall consider the one-row IR's of 
,unitary groups and derive a connection between all the 
generalized Casimir operators of unitary complemen­
tary subgroups within those irreducible representations. 

In the next section, we give well-known realizations 
of the relevant Lie algebras in terms of boson and 
fermion operators. The notion of generalized Casimir 
operators is given within our adopted convention for the 
index contractions. 

In Sec. 3, we derive a relationship between all the 
generalized Casimir operators of complementary unitary 
groups both in the fermion and boson cases. 

Some consequences of our results are discussed in 
Sec. 4, where we consider the particular case of com­
plementary unitary groups of the same dimension. 

The idea presented in this article are being extended 
by the authors to other phYSically interesting groups 
such as the symplectic and orthogonal ones. 

2. THE GENERALIZED CASIMIR OPERATORS 

As is well known, the generators of unitary groups 
can be realized in terms of boson or fermion operators. 
Here we discuss some aspects of this subject with the 
purpose of introducing' notation and conventions. 

In terms of the boson operators a: and (/ P we can con­
struct the following X2 operators 

A~' =a~{JP', p, p' -~ 1, 2, ... ,N. (2.1) 

These operators are generators of the unitary group 
in N dimensions, U(N), inducing one- row irreducible 
representations. 3 

The index p labeling the boson (or fermion) operators 
will stand for a couple of indices (J-Ls), each of them 
associated with different subspaces of the original N­
dimensional space. In applications, J-L may refer to the 
orbital characterization of 8-particle states or these 

indices may refer to spin-isospin states, just to men­
tion two instances. 

With such a splitting of p, we can define two new sets 
of operatorsA~' and A~' by contracting on SOl' J-L, in the 
following way: 

r 

11~'=6a:sall'S, }J.,/l'=1,2, ... ,P, 
5.1 

p 

A~ = 6 a:sa'"s', 8, s' = 1,2, ... ,1-. 
,,·1 

(2.2) 

(2.3) 

The p2 operators II ~' are generators of the unitary group 
U(p) while the }"2 operators A~' generate U(r). 

From the commutation relations for the boson opera­
tors, it is easy to see that the generators (2.1), (2.2), 
and (2.3) satisfy the following commutation relation: 

[xi, x!l ~ 6~l- 6:xL (2.4) 

where X stands for any of the generators. 

Since the operators 11~' and A{ commute for all val­
ues of the indices, we see that U(N) contains the direct 
product of UU) and U(1-) , i. e. , 

U(;\0J UU) U(r). (2. 5) 

Now, the one-row IR of U(l\0 contains only the IR's 
of U(p) and U(r) characterized by the same pattern. 3 

Thus, there is a one-to-one correspondence between 
the IR's of those subgroups of U(J\0, and they are there­
fore complementary within the one-row IR of U(S). 

The generalized Casimir operators of U(p) and U(r), 
Cn and Cm' respectively, are defined by (from now on 
we shall use the usual convention that repeated indices 
are summed over the whole range of their values) 

(2.6) 

and 

Cm=A11A~~· .. A~:-1, 1J/=1,2, .•. ,r. (2.7) 

In the next section, it will be shown that each Cn can 
be expressed in terms of the Cm's and l,icc-I'crsa. 

Similarly, we can obtain realizations of the infinitesi­
mal generators of unitary groups in terms of the 
fermion operators b~ and bP. In this case, the subgroup 
U(p)( U(r) is embedded in a totally antisymmetric IR 
of UUIi) and the IR's of U(P) and U(r) are characterized 
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by conjugate patterns. 4 Again, a one-to-one correspon­
dence is then established sothat U(p) and U(r) are com­
plementary within one-column !R's of U(N). 

In the case of the fermion realization of the relevant 
algebras we denote by On and Dm the generalized 
Casimir operators of U(p) and U(r), respectively. 
Formally, these invariants are identical to (2. 6) and 
(2. 7) but, as will be seen later on, the relations among 
them are somewhat different from those for en and Cm• 

This difference will provide us with new information. 

A few words about the way the generalized Casimir 
operators were defined follow. Obviously, we will get 
an invariant regardless of the way of contracting all the 
indices. For instance, Perelomov and Popov5 and Louck 
and Biedenharn6 define the invariants by contracting 
"up-down" instead of "down-up" as we did here, i. e. , 
they put 

(2.8) 

Clearly, q'= Cl and q'= C2 , but for m > 2 they are 
related through expreSSions which get more and more 
complicated. We chose the "down-up" criterion a 
posteriori since the relationships we were looking for 
among the invariants led to simpler results. 

3. RELATIONSHIP BETWEEN THE GENERALIZED 
CASIMIR OPERATORS 

In this section, we will derive a relationship between 
the generalized CaSimir operators of U(p) and U(r). As 
the introduced algorithm is the same for both the boson 
and fermion realizations of the corresponding algebras, 
we shall diSCUSS, in some detail, only the boson case, 
limiting ourselves to presenting the results for the 
fermion case. 

Coming back to the definitions of A ~', A~, en, and 
Cm given by Eqs. (2.2), (2.3), (2.6), and (2.8), we see 
that we can express the generalized CaSimir operators 
entirely in terms of boson creation a: s and annihilation 
a"'s operators in the following way: 

C =at a"l smat a"'2S1 .•• at a"'",s",_1 
m "'lSI "2~ "'",Sm (3.1) 

and 

As all the indices are dummy ones, one sees that, by 
convenient permutations of the a's, we can transform, 
say, (3.2) into (3.1) plus extra terms coming from the 
boson commutation relations. In this way, we will get a 
relation between Cm and em. Such a naive procedure, 
however, turns out to be cumbersome, as can be seen 
by just trying to apply it to the m = 4 case. To avoid 
tedious calculations, we show instead a connection be­
tween the two algebras involved. With the help of this 
connection, desired relationship will split out directly. 

From the boson commutation relations and the defini­
tions (2.2) and (2.3), it is easy to see that 

In the fermion case, this bridge between the two 
algebras is given by 
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(3.3) 

bt J?S bt B"" JJ.~s'=- ",'s' ",' (3.4) 

where B~' and B~ are defined as in (2.2) and (2.3) in 
terms of fermion operators. 

Now substituting A~i in (2.8) through its definition 
(2.3), we get 

(3.5) 

where use was made of the boson commutation relations. 

USing the bridge relation (3.3) and the definition (2.8), 
we can write (3. 5) as 

C +pC l=a"l smat A~ ••• Asm->4"'2 (3.6) 
m m- JJ.282 83 8 m "'I' 

Next, we apply repeatedly (3.3) and (2.8) until all the 
A's are converted toA's. In this process, no extra term 
is generated and (3.6) becomes 

C +PC =a"1 8mat .L1"m A",m-l •. 'A"2 (3.7) 
m m-I "m 8m/ I "m-I "'m-2 "'I' 

The algorithm is completed by commuting the re­
maining a's. The definitions (2.2) and (2.6) lead to the 
fundamental relation 

(3.8) 

The corresponding relation, ariSing when one uses 
the fermion realization of the algebras, is 

Dm - PDm-1 = (_l)m+l[Dm - rOm_I]' (3.9) 

Now consider the following relation: 
m 

Cm+1 =(m+l + (r - P)~ (- p)m-nen, (3.10) 

which can be proved to be true by successive iterations 
of the result (3.8). However, instead of doing so we 
sacrifice elegance in favour of comfort and suppose it 
to be true for a given m. Since it holds for m = 1 [use 
Cj =(t from the definitions and (3.8)], we show that it 
holds for m + 1 also. From (3.8) we can write 

0= Cm+2 +P [(m+l + (r- P)~ (- p)m-nen] -(m+2 - r(m+1 

m+l 

=Cm+2 -(m+2- (r-p) ~ (_p)m+l-n(n' (3.11) 

where we have introduced the inductive hypothesis into 
the brackets. This result shows that (3.10) is true for 
m + 1 and, therefore, holds for all m. 

For the fermion case, as in (3.9), the relationship 
(3.10) is affected by phases originating from the anti 
rather than commuting character of the fermion opera­
tors. From (3.9), we can Similarly show that 

m 

D",+1 = (_l)mOm+l- (r+p)6 (-l),'pm-non• 
n=1 

(3.12) 

Clearly, the mathematical symmetry of the problem 
allows us to write down, without further details, the 
following results: 

and 

'" 
(m+l = Cm+1 + (P - r)6 (- r)m-nCm n=1 

m 

Om+l = (-l)"'D",+I- (r+p)6 (-1)nr m-nDn. 
n=1 

Aguilera-Navarro and Aguilera-Navarro 

(3.13) 

(3. 14) 
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So, we have obtained relationships among the gen­
eralized Casimir operators of U(P) and U(r). Particular 
cases of these relations have already appeared in the 
physics literature. 7,8 

4. DISCUSSION OF SOME PARTICULAR CASES 

In this section, we shall consider the particular case 
r = p, i. e., when U and U have the same dimension, and 
discuss some consequences of the previous results. 

First of all, we note that, from the mathematical 
point of view, the groups U and U are the same. 

Since, in the boson case, the IR's of U and U are 
characterized by the same Young tableau, the eigenval­
ues of the generalized Casimir operators em and em 
must be the same, 9 i. e. , 

(4.1) 

This information is contained in (3.10) for the factor 
r - P = 0 eliminates possible contributions from the 
summation. 

Now let us see what we can learn if we consider the 
fermion case. 

We know that within one-column IR's of U(N), the IR's 
of U are the conjugates of U. If we further consider 
self-conjugatelO IR's, there will be no significance in 
distinguishing between Dm and Dm, so that Eq. (3.14) can 
be put in the form 

m 

[1- (-l)m]Dm+l =2~ (_1)m-nr m-n+1Dn• n=1 
(4.2) 

So, all generalized Casimir operators of even order 
are given in terms of lower order ones through 

(4.3) 

This result reduces to r/2, or (r-1)/2, depending on 
whether r is even or odd, the maximum number of inde-
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pendent invariants in self-conjugate irreducible repre­
sentations of U(r). 

Indeed, we can derive a stronger constraint than the 
one given by (4.3). Since that relation holds for all even 
m, it is easy to see that 

(4.4) 

Since Dl = h = the number of boxes in the Young tableau 
characterizing a given IR of U(r), we see, for instance, 
from (4.4) that 

D2 =rh, (4.5) 

for self-conjugate IR's of U(r). 
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An exact solution to the Einstein-Dirac equations is presented for a plane-symmetric spacetime 
generated by neutrinos. The neutrino field is nonzero and corresponds to a neutrino current along 
the symmetry axis of the space. The neutrinos yield a nonzero energy-momentum tensor, which we 
specialize to T;j = 0 for "ghost" neutrinos. We show that, since the energy-momentum tensor 
vanishes, the time-dependent "ghost" neutrino metric reduces to the static case. The time-dependent 
"ghost" current is then reduced to the static current through a Lorentz transformation and the 
"ghost" wavefunction reduced to the static wavefunction through a spinor transformation. The 
"ghost" neutrino current is geodesic and the spacetime is classified by the expansion, rotation, and 
shear of these geodesics. From previous results it follows that our plane-symmetric "ghost" solution is 
the most general solution to the Einstein-Dirac equations for a vanishing energy-momentum tensor and 
a neutrino current that is expanding. The solution is Petrov type D. 

I. INTRODUCTION 

In a previous paperl we found the exact solution to the 
static, plane symmetric Einstein-Dirac equations. The 
interesting results were a vanishing energy-momentum 
tensor and a nonvanishing neutrino currenL Our solution 
is not the most general solution for plane symmetry in 
that we have required the solution to be static. It is pos­
sibly this ad hoc static requirement that forces the en­
ergy-momentum tensor to vanish. 

ds 2 = e2U (d"(2 _ dt2) + e2V(dy2 + dz 2), 

where 

U=U(x, t), 

v=v(x, t). 

We use the orthonormal Cartan frame 

wl = eUdx, 

w2 = eV dy, 

w 3 =ev dz, 

w4 = eU dt. 

(2.1) 

(2.2) 
In this paper we return to the general case of plane 

symmetry and calculate the solution of the Einstein­
Dirac equations for the general case. In Sec. II we pre­
sent the solution to the Einstein-Dirac equations. The 
notation is that of our previous paper. The energy­
momentum tensor nO longer vanishes and results in two 
cases-Tij is a function of x + t and Ti} is a function of 
x - t. 

Since the trace of the energy-momentum tensor for 
neutrinos vanishes, the Einstein field equations become 

In Sec. III we consider the special case of a zero en­
ergy -momentum tensor. We find the metric, neutrino 
wavefunction, and current for this special case. The 
vanishing energy-momentum tensor allows a coordinate 
transformation to the static metric. 2 Since the metrics 
are equivalent, one would also expect the neutrino wave­
function, current, etc., to reduce to the static forms. 
This we prove in Sec. IV. 

In Sec. V we show that the current is a null geodesic 
and calculate the shear, rotation, and expansion of the 
null congruence. 

We define a null-tetrad based on the neutrino cur­
rent and determine the shear, rotation, and expan­
sion in terms of these tetrad vectors. 3 We also use the 
tetrad to obtain the Petrov classification of the space­
time-Petrov type D. 

Collinson and Morris4 proceed in a different manner 
by solving the Neuman-Penrose field equations for 
ghost neutrinos, Finally, we show in Sec, V that our 
static metric is equivalent to the Collinson-Morris ex­
panding metric through several coordinate 
transformations, 

II. GENERAL SOLUTION 

We consider the time-dependent plane-symmetric 
spacetime defined by 

87TK 
Rij=?Tij • 

The nonzero elements of the Ricci tensor are 

(2.3) 

Rll = exp( - 2u)(2u, 4V,4 + 2U,l V,l - 2V,12 - 2V,ll - It,ll + U,44)' 

(2.4) 

(2,5) 

R44 = exp( - 2u)(2u, 4V,4 + 2U,l V,l - 2V,42 - 2V,44 + U,ll - u, 44)' 

(2.6) 

R l4 =2exp(-2u)(U,lV,4 +U,4V,l -V,14 -V,lV), 

where the comma denotes partial differentiation. 

(2.7) 

We now solve the massless Dirac equation for the neu­
trino wavefunction in the geometry described by (2.1). 
The spin coefficients are given by 

r 1 = - tz~,4e-"y1.y\ 

r 2 = - t e-U(V,ly:Yl + v, 4y:Y4), 

r 3 = - t e-U(v,iy:Yl + V,4y:Y4), 

r 4 = - ~U,l e-"y1.y4. 

(2,8) 

(2.9) 

(2,10) 

(2.11) 

Using these spin coeffiCients, we find the Dirac equation 
becomes 

(2.12) 

This can be Simplified to 
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X,l = -yl.y'\:,4' 

where 

(2.13) The fact that the spacetime is plane-symmetric requires 

x = exp(v + u/2)zp. 

For neutrinos X has the form 

(2.14) 

In terms of the components of X the Dirac equation yields 

X2,l =Xl,4· 

The solutions are 

(2.15) 

From Eqs. (2.25), (2.26), and (2.29) we find 

FiGr-FrGi=O, 

FiG; +FrGr=O, 

(2.29) 

(2.30) 

(2.31) 

Applying these results to Eqs. (2.20)-(2023) and (2.28), 
we find two cases: 

Case I: 

Gi=Gr=O, 

F r, Fi arbitrary. 
(2.32) 

Case II: 

Fi=FT=O, 

G r' G i arbitrary 0 
(2.33) 

We will discuss Case I and give the results of Case II in Xl =f(x + t) + g(x - f), 

x2=f(x + f) -g(x - t) + c, (2016) Sec. IV. 

where f(x + t) and g(x - t) are arbitrary functions and c 
is an arbitrary constant. We will denote differentiation 
with respect to x + f by a prime (') and with respect to 
x - f by a dot ( .). Also, we define the functions F and 
Gby 

F=2f+ c=Fr +iFp 

G=2g-c=Gr +iG p (2.17) 

where F r , Gr are the real parts of F and G, respective­
ly, and F p G i are the imaginary parts. 

The wavefunction now yields the energy-momentum 
tensor 

Tn = T44= tncexp[-2(u +v)](FrF; -FjF; - G)J j + GjGr), 

(2.18) 

T14 = tnc exp[ - 2(u + v)] (FrF; - FiF; + GrG i - GiGr), (2.19) 

T12 = - tnc exp[ - 2(u + v)][2(v - u),4(FrGr + FiGi) 

+ F: Gr - FJ';T + F;G i - FiGi], 

T 13 = tnc exp[ - 2(u + v)][2(v - u»)FiGr -FrG j) 

-F;G i +F/J i +F;Gr -FiGr], 

T24 = - tnc exp[ - 2(u + v)][2(v - U),l(FrGr + FiGj) 

+F;Gr +FrGr +F;Gi +FiGj]' 

T34 = tnc exp[ - 2(u + v)][2(v -u),l(FtGr - FrG t ) 

-F;Gi -F/Ji +F;Gr +FjGr]; 

and the neutrino current 

Sl = - exp[ - (2v + u)](F; + F~ - G; - Gn, 
S2 = - 2 exp[ - (2v + u)](FjGr - FrG j ), 

S3 = - 2 exp[- (2v + U)](FiGj + FrGT) , 

S4 = exp[ - (2v + u»)(F; + F~ + G; + Gn. 

(2.20) 

(2.21) 

(2.22) 

(2.23) 

(2 024) 

(2025) 

(2 026) 

(2027) 

Since R12 , R13 , R 24 , and R 34 , vanish, the field equations 
yield 

(2.28) 
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The field equations now become 

Rll = 2h3K exp[ - 2(v + U)]F2(F./ F)', c T t T 

2hK [ ] R44=7exp -2(v+u) F;(F;/Fr)', 

R14 = 2h~ exp[ - 2 (v + u)]F;(F;/ Fr)'. 
c 

Equations (2.35) and (2.36) yield 

e2v = a (x + t) + 13 (x - t), 

(2034 ) 

(2.35) 

(2.36) 

(2.37) 

(2.38) 

where a and (3 are arbitrary functions 0 Subtracting 
(2.37) from (2.34) and substituting (2.35) into this dif­
ference, we obtain 

v + 2u =:A(x + t) + B(x - t), (2.40) 

where A and B are arbitrary functions. Substitution of 
(2.39) and (2.40) into the field equations yields condi­
tions on A(x + f) and B(x - t) which can be written as 

A =In(2a' /k) + C(x + t), 

B=ln(2S/k), 

where k is a constant and C(x + f) is defined by the 
integral 

C(x + t) = 2:3
K f~~, (F;/ F r )' d(x + t). 

The metric is now given by 

4 0 

ds 2 = k2 a '(3 (a + (3fl/2 exp[C(x + f)](dx 2 
- dt2

) 

+ (a + (3)(dy2 + dz2). 

(2.41) 

(2.42) 

(2.44) 

This is the most general form of the metric for a plane­
symmetric spacetime which allows neutrinos. 

III. "GHOST" SOLUTION (Tij = 0) 

Since there are no more equations to solve, we as-
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sume special forms for Fr and Fp In the remainder of 
the paper we consider the case of a vanishing energy­
momentum tensor, or 

(3.1) 

We have given the name "ghost" neutrinos to the neu­
trino solutions for which TIJ==O and refer the reader to 
Ref. 1 for a discussion of "ghost" neutrinos. Equation 
(3.1) can be satisfied by several choices of Fr and Fl' 
We select 

Fy ==ay(x + f), 

Fi == by (x + f), 

(3.2) 

(3.3) 

where a and b are arbitrary real constants and y(x + t) 
is an arbitrary real function of x + f. Note that the other 
choices are either a == 0 or b = O. 

Taub2 has shown that for a general plane -symmetric 
spacetime if the Ricci tensor vaniShes (i. e., empty 
spacetime), then the metric can be reduced through a 
coordinate transformation to the static plane-symmetric 
metric given in Ref. 1. Since C(x + f) == 0 by Eqs. (2.43) 
and (3.1), the general metric (2.44) takes the form 

4 . 
ds2 == J?2 a '(3{a + 13)"1/ 2{dx2 - d(2) + (a + !3)(dy2 + dz 2). (3.4) 

The coordinate transformation which reduces this gen­
eral metric to the static form is 

X1+x4==~[a{x+f) -t], (3.5) 

Performing the transformation, we obtain 

ds2 == {kX1 + 1)"1 /2[(dX1)2 _ {dX4)2] 

+ {kX1 + 1)[(dX2)2 + (dX3)2], 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

and the metric is the same as the static case presented 
in Ref. 1. 

IV. "GHOST" NEUTRINO WAVE FUNCTION AND 
CURRENT 

Although we have an equivalence between the time­
dependent and static "ghost" metrics, it is not obvious 
that the "ghost" wavefunction and current reduce to their 
static forms. The wavefunction is 

i/!" == t exp[ - (v + u/2)1{a + ib}y{x + t) 

and the current is 
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(4.1) 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

I/!v, Sl, and S4 are still arbitrary functions of x + t and 
x - t, but they should be transformable to the static form 
of Ref. 1. 

Up to this pOint, we have constructed everything with 
respect to the orthonormal frame 

WI =~(a'~)1/2(a +!3r1/ 4 dx, 

w2 == (a +(3)1/2dy, 
(4.6) 

w 3 =(a +!3)1/2dz, 

2 • 
w4 ==k(a'!3)1/2(a + 13)"1/4 df. 

After the coordinate transformation (3.5)-(3.8), we 
must construct the new orthonormal frame 

Wi == (kX1 + 1)"1/4 dX1 , 

W2 == (kX1 + 1)1/2 dX2 , 

W3 == (kX1 + 1)1/2 dX3 , 

W4 == (kX1 + 1)"1/4 dX4 • 

(4.7) 

These two orthonormal frames are connected through a 
Lorentz transformation 

Wk == L/(x, f)w l
, 

where 

(4.8) 

(a' + s)(a 'S)"l /2/2 0 0 (a' - a)(a 'e)"l /2/2 

o 1 0 0 
L/(x, t) o 01 o 

In an appendix we show that for zerO velocity this 
Lorentz transformation reduces to the identity 
transformation. 

Applying the Lorentz transformation to the current 

Sk==L/SI, 

we find 

(4.10) 

(4.11) 

If this current allows the same timelike Killing vector 
as the static metric, we must have 

(4.12) 

where k1 is an arbitrary real constant. The current 
becomes 

Sj == 41 C 12(kX1 + 1)"3 /4{ _ 5\ + 5J 4)' 1 c 12 = k~(a2 + b2). 

(4.13) 

This is the "ghost" neutrino current in the W frame and 
. . I 
IS In the static form of Ref. 1. Note that SJ is a null vec-
tor as is required for neutrinos. 

The wavefunction is transformed through a spinor 
transformation defined by 
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S = exp(yl.y48/2), 

where 

(4,14) 

(4,15) 

(4.16) 

Using the e from the Lorentz transformation (4.9) and 
the requirement (4.12), we obtain 

1 

1 

This is also in the static form as given in Ref. 1. 

(4.17) 

In Ref. 1 we found two solutions for the wavefunction 
and current. One of these solutions is given by (4.13) 
and (4.17). By choosing Case II in Sec. II (i.e, F;=Fr 
== 0), we obtain the other solution, Namely, the wave­
function is 

and the current is 

S; == 41 c 12(kX1 + 1r3
/

4(0\ + 0;4)' 

with the requirement 

a(x - t) = 2k1 (2~/ k)1/2, 

(4,18) 

(4.19) 

(4.20) 

which arises in the same way as (4.12). a(x - t) is an 
arbitrary function of x - t such that 

G = (a + ib)a(x - t). 

V. EXPANSION, ROTATION, SHEAR AND 
CLASSI FICATION 

(4.21) 

Since everything in our "ghost" solution can be re­
duced to the static solution through transformations, we 
will consider the static currenL The static current Sf 

obeys the equations 

S!zSz=±4IcI 2 k(kXl+1r3/2S;, 

in the coordinate basis defined by 

a 
E;=axT' 

(5.1) 

(5. 1) shows that Sf is the tangent vector to null geode­
sics. Changing to an affine parameter results in a new 
form for the current 

(5.2) 

Using the notation of Sachs, 5 we find the following in­
variants for these null geodesics 
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Expansion: ()=(kX1+1r1/2, 

Rotation: w = 0, 
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(5,3) 

(5,4) 

and 

Shear: 1 al = O. (5.5) 

A null-tetrad based on the current (5.2) is given in the 
orthonormal frame (4.7) by 

2 1.=-(kXl+l)1/4(_01_ 04) 
J k J ; , 

(5.6) 

- _ 1 ( . 2 3) m;--n -to j +0; . 

In terms of Newman-Penrose spin coefficient formal­
ism3 we find 

and 

Expansion: e = - (p + p)/2, 

()= (kX1 + 1r1/2, 

Rotation (twist): 2w2 = -(p -;;)2/2, 

w=O, 

Shear: lal = (au)1/2, 

1 al =0, 

(5,7) 

(5,8) 

(5.9) 

where p and a are defined in terms of the null-tetrad 
vectors and, explicitly, 

(5,10) 

The space-times are classified by Newman and 
Penrose according to the nonvanishing of the quantities 
"'0' "'11 "'2' "'3' and "'4 which are contractions of the 
Weyl tensor with the vectors of the null-tetrad. We find 

and 

"'2=_~2 (kX1+1r3/2. (5,12) 

This implies that the spacetime is Petrov type D with 
propagation vectors lk and nk • 

Griffiths has shown that ghost neutrinos are either 
Petrov type D for nonzero expansion or Petrov type N 
for zero expansion. 6 Collinson and Morris have integrat­
ed the Newman-Penrose field equations to determine 
the metric for ghost neutrinos, 4 This result for the case 
of nonzero expansion is 

-1 0 0 

glj == 0 0 (5.13) 
0 2/y2 0 

0 
which is Petrov type D, Note that we have changed the 
Signature in order to conform with our convention, After 
a reflection we perform three coordinate 
transformations: 

x=-(x'+y'), 

y = (x' + 3y')1/2, 

z=l2z', 

t={2 t', 

(5,14) 
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then 

X" =x', 

y"=t', 

2'0"=2'0', 

t"=y', 

and, finally, 

Xl + X4 =12 (XII + t" - t), 

Xl_X4= -*(X" -t"+i), 

)(2=y", 

X 3 =z". 

(5.15) 

(5.16) 

The transformation (5.14) reduces the metric (5.13) to 
diagonal form. The transforrmtion (5.15) then redefines 
the time like coordinate. Finally, the metric is brought 
to the form of our static metric with k=f8by the trans­
formation (5.16). Hence, our "ghost" solution is the 
most general solution to the Einstein-Dirac equations 
for expanding ghost neutrinos. 

VI. CONCLUSIONS 

We have found the general solution to the Einstein­
Dirac equations for the case of a plane-symmetric 
spacetime and discussed the special solution having a 
zero energy-momentum tensor. The speCial solution is 
the same as in the static case and in particular has the 
same "ghost" flroperty. The "ghost" solution is in fact 
the most general solution to the Einstein-Dirac equa­
tions for a vanishing energy-momentum tensor and a 
neutrino current that is expanding. 

We have also shown that the static cylindrically­
symmetric metric allows the expanding ghost neutrino 
solution. 7 It would be interesting to know all symmetry 
types that allow both the expanding and nonexpanding 
ghost neutrino solutions. Of course, if a spacetime al­
lows expanding ghost neutrinos, it reduces to the plane­
symmetric metric as in Ref. 7. Many different symme­
try types could, however, still allow ghost neutrinos. 
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APPENDIX 

As a check on our Lorentz transformation (4.9), we 
can let v go to zero. The Wi frame should then reduce 
to the Wi frame. Solving for v/ c, we find 

Integration yields 

et=cl(X+t)+c2, 

is = cl (x - t) + C3, 

(Ai) 

(A2) 

(A3) 

where Cu C2, and c3 are arbitrary constants. Substitut­
ing these into the coordinate transformation (3.5)­
(3.8), we obtain 

2 
Xl +X4=1i[Cl (x +t)+c2 -1/2], (A4) 

2 
Xl -X4 =k'[Cl (x - t) + c3 -1/2], 

Now, if we let 

c l =k/2, 

c2 =c3 =1/2, 

(A5) 

(A6) 

(A7) 

(A8) 

(A9) 

then the two coordinate systems (and frames) are equal. 
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6J. B. Griffiths, Commun. Math. Phys. 28, 295 (1972). 
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Neutrinos in cylindrically-symmetric spacetimes 
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An exact solution to the Einstein-Dirac equations is presented for a static, cylindrically-symmetric 
spacetime. The neutrino field is nonzero and corresponds to a neutrino current in the radial 
direction. The neutrinos yield a zero energy-momentum tensor and therefore the gravitational field is 
the same as for the vacuum case. The neutrinos in these static cylindrically-symmetric space times 
can exist only if the spacetimes are locally equivalent to static plane-symmetric spacetimes. This type 
of "ghost neutrino" solution is already known to exist in plane-symmetric spacetimes. 

I. INTRODUCTION 

We will be considering solutions to the Einstein­
Dirac equations in spacetimes which are static and 
cylindrically-symmetric where the metric is defined by 

ds 2 =exp[2(v - A) j(dr2 _dt2) +exp( - 2A) ~d<t>2 + 

+exp[2(A + 1l)]dz2
, (1.1) 

where v, A, and Il are functions of r only as are all 
other functions. We shall carry out the calculations in 
the Cartan orthonormal frame defined by 

(1.2) 

(1. 3) 

w 3 = exp(A + Il) dz, (1.4) 

(1. 5) 

In Sec. II we solve the Dirac equation for massless 
particles 

(1. 6) 

for the neutrino wave function which is required to have 
the form 

'P=(:~)' ph 
"P2 

(1. 7) 

Using this solution, we find the energy-momentum ten­
sor and apply it to the Einstein equations 

87TK 
R jj = 7 Tij , (1. 8) 

in Sec. Ill. Solving these equations gives v, A, and Il as 
functions of r. It also restricts the metric to only one 
specific form which, we show, is the same as in static 
plane-symmetric spacetimes. For our notation we 
refer the reader to our previous paper. 1 

II. SOLUTION OF THE DIRAC EOUATION AND 
THE ENERGY-MOMENTUM TENSOR 

The nonzero spin coefficients r i are given by 

r 2 =t exp(A - v) (l/r - A, 1)y1 1'2, (2.1) 

(2.2) 

(2.3) 

where the comma denotes differentiation with respect 
to r. The Dirac equation becomes 

ljJ,1 +Hl/r +V,l + 1l,1 -A,I)ljJ=O, 

with the solution 

lp = lJ!o(r/rot 1
/

2 exp[ - t(v + Il- A)], 

where ljJo is a constant spinor and ro is an arbitrary 
constant. 

(2.4) 

(2.5) 

The nonzero components of the energy-momentum 
tensor are 

. lie 
T23 = Texp(A - V)(2A,1 + 1l,1 -1/r)ljJ* y5ljJ, (2.6) 

inc 
T 24 = 4 exp(A - v)(v, I -1/r) ljJ* 1'1 ,,2,p, (2.7) 

T34 = i!C exp(A - v)(v, 1- 2A, l)ljJ* 1'1 y3ljJ. (2.8) 

All other components vanish identically or via the Dirac 
equation, 

III. THE EINSTEIN EOUATIONS 

For the static metric with cylindrical symmetry the 
only nonzero components of the Ricci tensor R jj are 

Rll = - exp[2(A - V)j(V,ll - "-,11 + 2A,12 - A,l/r 

- v,/r +31l,1A,1 + 1l,1 2 + Il,ll - V,lll,l)' (3,1) 

R22 = - exp[2(A - v)] (- A,l/r + 1l,1/r - A,l1 - A,I 1l,1)' 

(3.2) 

R33 = - exp[2(A- v)] (A, 11 + A, l/r + Il, 11 + 1l,1
2 

+ A,I 1l,I 

+ Iljr), (3.3) 

R44 = exp[2(A- v)] (V,11 - ,1.,11 -A,I/Y + V,l/Y + V,lll,l 

-A,IIl,I)' (3.4) 

Since the diagonal components of the energy-momentum 
tensor all vanish, the Einstein equations yield 

Rjj=O (no sum on i), (3.5) 

These are the vacuum field equations which were first 
solved by Weyl and Levi-Civita, 2 We will use the solu­
tions as given by Witten3; 

Il =0, 

v =d2 ln(r/yo), 

(3.6) 

(3.7) 
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;\.=dln(r/ro), (3.8) 

where d and ro are arbitrary constants. The nonzero 
components of the energy-momentum tensor now 
become 

dic (/ )d_d
2 (2 1) * 5,/, T23"= 4r r ro d - Iji y,/" (3.9) 

(3.10) 

(3.11) 

These must vanish since R 23 = R24 = R34 = 0, resulting in 
a nonzero neutrino wave function only when 

d=~. (3.12) 

Setting d =~ causes T 23 to vanish, whereas the vanishing 
of T24 and T34 force the neutrino wavefunction to have 
the form 

(3.13) 

where ljJ1 is a scalar. 

Substitution of Eqs. (3.6), (3.7), (3.8), and (3.12) 
into the solution (2. 5) yields 

Iji_ (/ )-3/8 (!) -a r ro i' 

±i 

where a is an arbitrary complex constant. 

is 

The neutrino current denSity 

Sk =iljJt yk Iji, 

(3.14) 

(3.15) 

(3.16) 

This corresponds to a flow of neutrinos in the radial 
direction. 

Substituting d =~ in the metric, we find it takes the 
form 

The coordinate transformation 

kx 1 +1 =r/ro, 

x2 =ro¢, 

~=z, 
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(3.18) 

(3.19) 

(3.20) 

(3. 21) 

transforms the metric to 

ds 2 = (kx1 + 1}-1/ 2 [(dX1)2 _ (dX4)2] + (kx 1 + 1) [(dX2 )2 

(3.22) 

where we have set 

The wavefunction is transformed to 

h(kr +1I-'{f) (3.23) 

Thus, we have exactly the same metric and wave function 
as in the static plane-symmetric case discussed in a 
previous paper. l We refer the reader to Ref. 1 for a 
discussion of this "ghost neutrino" solution together 
with a comparison with other solutions to the Einstein­
Dirac equations. 

IV. CONCLUSIONS 

We have presented an exact solution to the Einstein­
Dirac equations for static cylindrically-symmetric 
spacetimes. The only neutrinos allowed have the "ghost" 
property of a vanishing energy-momentum tensor. Not 
only are these neutrinos "ghost" neutrinos, but they 
exist only in static cylindrically-symmetric spacetimes 
which are locally equivalent to static plane-symmetric 
spacetimes. 

It has been proven by Madore4 that in static, axially 
symmetric spacetimes the neutrino energy-momentum 
tensor vanishes. However, it was not pointed out that 
the wavefunction and current do not vanish. Griffiths 5 

has shown that all Einstein-Dirac solutions which have 
a vanishing energy-momentum tensor are of Petrov 
type D or N. The spacetime presented here is type Do 
The general form of the metric for ghost neutrinos has 
been given by Collinson and Morriso 6 We have shown 
that our plane-symmetric ghost neutrino solution is equi­
valent to the type D solution obtained by Collinson and 
Morris. 7 
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Canonical transformation and accidental degeneracy. 
III. A unified approach to the problem 
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We continue the discussion of the groups of canonical transformations responsible for accidental 
degeneracy in quantum mechanical problems. A general unified treatment is provided for a wide class 
of two-dimensional physical systems, having an energy spectrum which is a linear combination of two 
quantum numbers. The general method involves the use of both nonorthonormal and orthonormal 
sets of states to construct groups of complex or real canonical transformations, mapping the problem 
under consideration onto the two-dimensional isotropic harmonic oscillator. The group responsible for 
the accidental degeneracy is then quite obviously S U (2). The problem of an isotropic oscillator in a 
sector 11'/ q (q integer) was discussed previously using a nonorthonormal basis. In the present paper 
we carry the analysis in an orthonormal basis to establish the general procedure mentioned above. 
We also analyze in detail the Calogero problem for three particles which has a spectrum of the type 
given above, and obtain explicitly the canonical transformation that maps it on the anisotropic 
oscillator whose ratio of frequencies is 2/3 and subsequently on the isotropic one. 

1. INTRODUCTION AND SUMMARY 

The purpose of this article is to continue the system­
atic study of physical systems (both quantum mechanical 
and classical) with "hidden" or "dynamical" symmetries 
that was initiated in the two previous articles of this 
series. 1.2 In particular we wish to provide a unified and 
general approach to the analYSis of all such systems. 

Specifically in this paper we consider nonrelativistic 
systems, described by a Schrodinger equation or a 
classical equation of motion, with a local potential 
V(X1' x2 ) that is time and energy independent and which 
is a function of two variables only, with an energy 
spectrum of the type 

(1. 1) 

Here C and D are arbitrary real constants, kl and k2 
relatively prime integers, and nand N arbitrary inte­
gers. This type spectrum includes all two dimensional 
physical systems with accidental degeneracy that have 
so far occurred in the literature. 1-9 

As shown in the previous papers of this series1,2 this 
set of energy levels can be split into subsets that show 
explicit accidental degeneracy. For this we only need 
to write 

(1. 2) 

and, substituting in (1. 1), we get 

l-,~~~2A2) = Ck1'<2(n1 + n2) + C(!'2A1 + I'1A2) + D. (1. 3) 

Thus the k1k2 subsets characterized by the pair of num­
bers (A1A2 ) have accidental degeneracy of the familiar 
type that we associate with the two-dimensional 
isotropic oscillator. 1 

We shall argue that for any such system it is possible 
to construct an algebra of invariants of motion trans­
forming wave functions corresponding to a definite ener­
gy level irreducibly among themselves. What is more, 
it is possible to construct the group of canonical trans­
formations, generated by the above "dynamical in­
variance algebra", through the mapping of the problem 
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under consideration onto the two-dimensional isotropic 
harmonic oscillator. The group responsible for the 
accidental degeneracy and other interesting features of 
the system is then simply the SU(2) group of the 
isotropic harmonic oscillator. 

More generally, all known physical systems showing 
accidental degeneracy1-9 (the hydrogen atom, 3 the 
isotropic harmonic oscillator, 4 the anisotropic harmonic 
oscillator, 1,4 the harmonic oscillator in a sector,2 the 
linear three-body problem with two-body potentials 
proportional to the square and inverse square of the 
distance, i. e., the Calogero problem 5 and many others') 
have several features in common. Among these features, 
which account for the physical interest of these 
problems, we have the following: 

1. The energy spectrum for the quantum mechanical 
problem demonstrates "accidental" degeneracy, i. e. , 
a degeneracy not associated with any obvious geometri­
cal symmetry group. 

2. The corresponding classical motion is nonergodic; 
in particular, all finite trajectories are closed. 

3. The Schrodinger equation can be solved explicitly 
and analytically in terms of known functions and so can 
the corresponding classical equations of motion. All 
relevant partial differential equations allow the separa­
tion of variables in at least one coordinate system. 

4. A dynamical invariance algebra can be constructed, 
i. e., a Lie algebra of operators, commuting with the 
Hamiltonian, such that the wavefunctions of the system 
corresponding to a given energy level transform among 
each other according to irreducible unitary representa­
tions of this algebra. The operators forming a geometri­
cal invariance algebra are of first order in the deriva­
tives 7 (first power in the momenta); those of a dynamical 
algebra include higher order derivatives (powers of the 
momenta larger than one). 

5. The invariance algebra can be extended to a "dy­
namical noninvariance algebra. " containing in addition 
to the invariance algebra further operators. acting as 
raising and lowering operators for the energy. i. e., 
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transforming wavefunctions corresponding to one energy 
into those corresponding to a different energy. 

6. It is possible to construct a group of canonical 
transformations, generated by the dynamical invariance 
algebra, which is directly responsible for the accidental 
degeneracy and other features of the problem. Point 
transformation groups, involving particle coordinates 
only, are generated by the geometric invariance algebra 
(first order derivatives in the operators). Canonical 
transformation groups, in which the new coordinates 
and momenta are functions of both the old coordinates, 
and momenta preserving the commutation relations 
(Poisson brackets) are generated by the dynamical in­
variance algebra (second and higher order derivatives 
in the operators). 

A unified and systematic approach to accidental de­
generacy problems should, according to our opinion, 
involve two aspects: 

I. Provide a general method for finding physical 
systems with some or all of the properties listed above. 

II. Provide a general method for constructing the 
dynamical invariance algebra of the problem and the 
group of canonical transformations responsible for the 
accidental degeneracy, once the system itself has been 
found and the degeneracy of the energy levels 
established. 

The first aspect was considered in Refs. 7 where all 
two-dimensional potentials V(x1 , x2 ) were found for which 
the Schrodinger equation allows an invariance algebra of 
operators that are at most quadratic in the momenta. 
The same problem has also been studiedB for three­
dimensional potentials V(X1' X2 , x3). 

The present series of articles is mainly devoted to 
the second aspect of the problem, namely the construc­
tion of the group of canonical transformations explaining 
the accidental degeneracy. In this paper we illustrate 
the general method of tackling the problem through the 
analysis of the Hamiltonian introduced by Calogero. 6 As 
a first step in this analysis we again discuss the canoni­
cal transformation that maps the anisotropic oscillator 
whose ratio of frequencies is rational on an isotropic 
oscillator. This problem was discussed in Ref. 1, but 
in Sec. 2 of the present paper we perform the analysis 
using a nonnormal set of states. This simplifies the 
procedure for obtaining the canonical transformation 
mentioned above. 

Once the previous point is achieved, we can tackle the 
problem of finding the canonical transformation that 
maps any physical system whose spectrum is given by 
(1. 1) into an anisotropic oscillator whose ratio of fre­
quencies is h2 /k 1 • The procedure involves the following 
steps: 

(i) Find the ground state solution 10) of the Schrodinge 
equation. 

(ii) Construct two independent raising operators a+, A + 
such that a complete set of eigenstates of the Hamiltonian 
can be written as 

(1. 4) 

In general this set of states will be nonorthonormal as 
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seen for example in the sector problem discussed in 
Ref. 2. 

(iii) Construct the lowering operators Ii, A which will 
be canonically conjugate to a+, A +, i. e. , 

(1. 5) 

but, in general, not Hermitian conjugate. 
(1. 5) it follows that 

From (1. 4), 

a+ InN)=(n+ 1)1/2In+ 1 N), 

NlnN)=(N+1)l/2InN+l), 

al nN) = n1
/

2 1n - 1 N), 

A 1 nN) = N1 /21 n N - 1), 

(1. 6a) 

(1. 6b) 

(1. 6c) 

(1. 6d) 

and thus the Hamiltonians of the system whose spectrum 
is given by (1. 1) is proportional to 

(1. 7) 

which, in terms of the variables a+, A+, a, A satisfying 
(1. 5), implies that we have an anisotropic oscillator 
whose ratio of frequencies is (k2 /k 1). 

(iv) Introduce the usual definition of raising and low­
ering operators in terms of coordinates and momenta. 1 

We have then the canonical transformation that maps 
the physical system whose spectrum is given by (1. 1) 
into an anisotropic oscillator whose ratio of frequencies 
is (k2 /h 1 ). 

Steps (i)-(iv) where actually followed in Ref. 2 for 
the problem of anisotropic oscillator in the plane re­
stricted to move in a sector of angle rr/q with q integer: 
As indicated in that reference, since a, A are not the 
Hermitian conjugates of a+, A +, the canonical trans­
formations mentioned in (iv) are in general complex. 
This raises the question of how the classical orbits 
would transform under them. This problem, together 
with others, 2 suggests the importance of carrying out 
the analysis outlined in steps (i)-(iv) also for an ortho­
normal basis, and this requires further steps that we 
proceed to enumerate. 

(v) Determine the orthonormal basis of the problem 
which depends on two quantum numbers which we still 
designate by n, N. The corresponding states will be de­
noted by the angular ket 1 nlv) rather than by the round 
one 1 nN) of the nonorthonormal basis (1. 4). These or­
thonormal states will be eigenfunctions of the 
Hamiltonian H and the other integral of motion of the 
problem which we deSignate by lVJ.2 as its spectrum turns 
out to be positive in the examples to be discussed below. 

(vi) Apply to the orthonormal states In1v) the operators 
a+, A +. We expect in general that we get linear combina­
tions of these states corresponding to the raised energy 
rather than the simple expressions (1. 6a, b). We proceed 
to show though that in many cases we can find new oper­
ators, which we designate by Ii+, A +, which are functions 
of a+, A+, H, jI,[2 and their commutators, that when ap­
plied to the orthonormal basis 1 nN) behave as raising 
operators in the sense (1. 6a, b). 

(vii) As we are now dealing with orthonormal basis 
the lowering operators Ii, 11 are then just the Hermitian 
conjugate of Ii+, A + and at the same time they are canoni­
cally conjugate. The Hamiltonian of the system whose 
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energy spectrum is given by (1. 1) becomes then 
proportional to 

kl rr& + k 2 A:'A: + (Die), (1. 8) 

which again indicates that we are dealing with an aniso­
tropic oscillator whose ratio of frequencies is (k2Ik l ). 

(viii) Introducing for Ii+, k, Ii, A the usual definition 
of raising and lowering operators in terms of coordinate 
and momenta,l we would have then the real canonical 
transformation that maps the physical system whose 
spectrum is given by (1. 1) into an anisotropic oscillator 
whose ratio of frequencies is (k 2 /k l ) 

(ix) Once we achieved the step indicated in (viii) we 
can use the analysis developed in Ref. 1 to map the 
Hamiltonian (1. 8) onto an isotropic harmonic oscillator. 
Thus the dynamical symmetry group of a physical system 
whose spectrum is given by (1. 1) is then a certain 
realization of 5U(2). 

In Sec. 3 of the present paper we implement steps 
(v)-(ix) for the case of a particle in an isotropic two­
dimensional harmonic oscillator potential constrained 
to move in a sector of angle rrlq with q integer. Com­
bining this with the discussion of Ref. 2, we see that 
the full set of steps (i)-(ix) has been implemented for 
the sector problem. We are then in a position to extend 
the analysis to the Calogero5 problem. Steps (i)-(iv) 
can be carried out USing the nonorthonormal basis in­
troduced by Perelomov. 6 Steps (v)-(ix) are performed 
by a procedure entirely parallel to the one used for the 
sector problem. 

Once step (ix) is also implemented, we can explicitly 
construct the generators of the Lie algebra of the 5U(2) 

symmetry group of the problem. They will be of course 
complicated functions of operators such as H, /'v]2, but 
this is not important as the latter are diagonal in the 
basis InN). Thus the generators of 5U( 2) must be under­
stood in the weak sense, i. e., as operators that are 
well defined only when acting on the basis I nlv;. 

We proceed then to implement the above analysis 
starting with the discussion of the anisotropic oscillator 
in the nonnormal basis. 

2. THE ANISOTROPIC OSCILLATOR IN A 
NON NORMAL BASIS 

Before analyzing in a nonnormal basis the anisotropic 
oscillator whose ratio of frequencies is 

(2.1) 

where kl' "2 are two relatively prime integers, we con­
tinue the discussion of Ref. 1 to obtain information OIl 

action and angle variables. 

As was shown previously! the canonical transforma­
tions that map the anisotropic oscillator in to an iso­
tropic one affect independently the coordinates and 
momenta (Xl' PI) and (x2 , P2 ) of the two degrees of free­
dom. We can therefore suppress the index i = 1,2 as­
sociated with them and discuss the problem of a particle 
in a one-dimensional oscillator whose mass is unity and 
whose frequencyl is k- l with k integer, i. e., the 
Hamiltonian 

(2.2) 
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The action and angle variables for this problemlo are 

w = - ang tan(kplx), (2.3) 

which clearly are canonically conjugate as the Poisson 
bracket is unity, i. e. , 

OW OJ ow OJ 
{w, J} = Ox a p - a p a X == 1. (2.4) 

We differ from the standard literaturelo by suppressing 
a factor 2rr in J and a corresponding factor (2rr)-1 in U'. 

By introducing the usual definition of creation and 
annihilation variables 

1] = (l/Y2) (k-l /2X - ikl /2p), ~ == (11 Y2) (le-l /2-:+ ikl /2 p ), 

the action-angle variables take the form 

J =1]~, 

w = - (i/2) In(1]1 0, 

and, inverting this last relation, we obtain 

1) = Jl/2 exp(iw), 

~ =Jl
/2 exp(- iw). 

(2.5) 

(2.6a) 

(2.6b) 

(2.7a) 

(2.7b) 

We now consider the canonical transformation of 
Ref. 1 that maps an oscillator of frequency h- l into an 
oscillator of unit frequency. In terms of the annihilation 
and creation variables it takes the form 1 

I)' ==h- l / 2 1](1+k)/2 ~(1-k)/2, 

~' == k-1I21)( 1-k) /2 ~(1+k) /2. 

The new action-angle variables given by 

J' == 1]' ~' , 

w' == - (1/2) In(1]' I n, 

(2.8a) 

(2.8b) 

(2.9a) 

(2.9b) 

are related to the old ones of (2. 6) in the simple fashion 

/t"=!?1l'. 

(2.10a) 

(2. lOb) 

The canonical transformation (2.8), when written in 
the approrpiate quantum form, 1 provides the creation 
and annihilation operators that act on the subsets of 
normalized states 

(2.11) 

where 10) is the ground state of the oscillator and A, 

which characterizes the subset, 1 takes the values 
A==0,1,2, .. ·,k-1. 

As shown in Ref. 1 the operator form of 1]', ~' corre­
sponding to (2.8), when acting on the states Ill)" gives 

1]' In), == (n + 1)1/2111 + 1 l" 

~' 1 Il).\ = n l /21 n - 1),. 

(2.12a) 

(2. 12b) 

Instead of the normalized set of states (2. 11) we could 
have taken the nonnormalized one defined by 

(2.13) 

which we denote by a round ket to distinguish them from 
the angular ket (2.11)0 For these states it is immediate­
ly clear that we could take as creation operator 
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(2. 14a) 

since 

1')" Inh =(n+ 1)1/2In+ 1)~. (2.15) 

What is the corresponding annihilation operator ~" ? 
From the commutation rules [~" , 7]" ) = 1, [~, 7]] = 1 it 
suggests itself that we put ~" = d /d7]" , ~ = d /d7], and thus 

d (d7]") -1 d ~"= 07]" = dT) 2r) =k-1T)1-k~. (2. 14b) 

We easily check that the classical Poisson bracket of 
T)" and ~" is {1)", ~"}=i and thus ~" is the annihilation 
variable1 corresponding to 7]". The quantum mechanical 
operator1 has a different form for each subset of non­
normalized states (2. 13) characterized by A. In fact, by 
a similar reasoning to the one carried out in Ref. 1 for 
the normalized states, we see that the quantum mechani­
cal operator corresponding to (2. 14b) has the form 

~"=k-ll]-k(l]~ - A), 

as for each subset A = 0, 1, ... , I? - 1 we have 

~" Ill), = (n)1/2 In - 1»).. 

(2.16) 

(2.17) 

The analysis of the last few paragraphs indicates that 
it is quite simple to find the canonical transformation 
(2. 14) that provides, when we pass to the quantum pic­
ture, the raising and lowering operators that act on the 
subsets of nonnormalized states (2.13). There is, 
though, one serious drawback. While 1)' , ~' are conjugate 
to each other in the complex variable sense, 1. e., from 
(2. 8) we see that 

(2.18) 

this is 110/ the case for 1)" , ~". Thus we have for the non­
normalized set of states (2.13) a canonical transforma­
tion (2.14) that is no longer real, 1 i. e., had we defined 
x" ,P" by the relations 

7]" =(1/12) (x" -ip"), 

~" = (1/'1'2) (x" + ip"), 

(2. 19a) 

(2. 19b) 

corresponding to an oscillator of frequency 1, x" and P" 
would not be real functions of x, P though their Poisson 
bracket is still 1 and thus they are canonically conjugate. 

This puzzle appeared already in the sector problem of 
Ref. 2 where when acting on a nonorthonormal basis we 
were also led to a complex canonical tranformation. 

We can solve the puzzle in the present one-dimen­
sional oscillator problem in a simple way. Rather than 
defining x" ,P" through the relations (2. 19), we go first 
to the action and angle variable associated with 1)" , ~" , 

i. e. , 

J" ==17" ~" , 

wI! = - (i/2) In(1)"/~"). 

From (2. 14a, b) we see that 

U~I = - (i/2) In[I?(7]/~)k(7]Ok-11 

= I?w - (i /2) In(Mk-
1
). 

(2.20a) 

(2.20b) 

(2.21a) 

(2.21b) 

As the original action-angle variables J, ware real, 
we see that J" is real while w" is complex. But the 
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imaginary part of w" is a function of J alone and thus its 
Poisson bracket with J", which is proportional to J, is 
then zero. Thus while w" is canonically conjugate to 
J", it is also clear that if we just take the real part of 
w", 1. e., !?w, this would also be an angle variable cor­
responding to the action variable J". But from (2. 10) 
we see that 

J" =J', 

Rew" =w' , 

(2. 22a) 

(2. 22b) 

and thus, if we had restricted ourselves only to the real 
part of w", we would have the action and angle variables 
associated with an orthonormal set of states from which, 
by a formula similar to (2. 7), we would have obtained 
1)', ~' which are complex conjugate to each other. Finally, 
by defining x', pi by an expression of the type (2.19), 
they would be real functions of x, p that are canonically 
conjugate and represent the canonical transformation 
that maps the oscillator of frequency 1?-1 into an 
oscillator of unit frequency. 

We have thus shown how to derive the real canonical 
transformations required by our problem by first ob­
taining the complex ones which are associated with a 
nonnormalized basis. 

We will consider also another procedure, related to 
the quantum picture, of deriving 1)', ~' once we know 
T)", ~". As we mentioned in (2. 15) Tl", when acting on the 
nonnormalized subsets of states I n)~ behaves as a crea­
tion operator. What happens when we apply 7]" to the 
normalized set of states I A>~? From (2.11) and (2. 14a) 
we see that 

1)" I n>~ = {[en + 1)1? + Al! /(nl? + A)! y/2 In + I) •. (2.23) 

The operator 1)~ when applied to the state (2.23) gives 

(1) ~)1r' I n>~ = 1) H[(nl? + A)! ]-1/2 11[( n+l)k+~J 10)} (2.24) 

= [en + 1)k + AlTJ" I n)A' 

and thus from (2.23) we can write 

[(1) 0(7] ~ - 1)··· (1) ~ -IH 1) )-1 /2 !?-1 /2(1) ~ _ A)l /21/ In), 

= (Il + 1)1/2 In + 1)., (2.25) 

where the operator in the left-hand side acting on In). 
is exactly the raising operator (4. 2a) of Ref. 1. To pass 
now to the classical picture, we use the correspondence 
principle. As 7]~ is the number operator, we consider 
only cases in which 7] ~ are large so that all the integers 
in the operator on the left-hand side of (2.25) can be 
disregarded as compared to 1J~. We have then that the 
operator becomes the dynamical variable 

(2.26) 

which coincides with 1)' of (2. 8a). For ~' we just need to 
consider the relation ~' = 1)' * to obtain (2. 8b). 

Thus, by applying to the normalized basis the raising 
operator of the nonnormalized one, we can obtain by 
the above reasoning the raising operator of the nor­
malized basis. Using then the correspondence principle, 
we can obtain the classical canonical transformation 
that maps the harmonic oscillator of frequency k- 1 into 
another one of frequency 1. 

Returning now to the two-dimensional anisotropic os­
Cillator whose ratio of frequencies is rational, all we 

Moshinsky, Patera, and Winternitz 85 



                                                                                                                                    

have to do is to add to the variables appearing in the 
equations x, p, 1), ~, etc. an index i = 1, 2 that corre­
sponds to the two degrees of freedom. In this way we 
have the normalized and nonnormalized states 

I n1/12\ ~ = I n1)~ I n2), , 
1 2 1 2 

I n1 n2)~' = I nJ, I ~ \ . 
1 2 1 2 

(2. 27a) 

(2. 27b) 

The generators of the U(2) group that connect all states 
in these two basis are respectively 

1)'j ~j, 

1)~ ~j, 
i,j=1,2, 

(2. 28a) 

(2. 28b) 

where 1)'p ~j are the quantum mechanical operators 
given in Ref. 1 while 1)'; and ~j are given respectively by 
(2. 14a) and (2. 16), where an index i or j has to be added 
to all variables. 

If by the generators of the Lie algebra of the group 
responsible for accidental degeneracy we understand 
those operators that connect all states of the same ener­
gy, it is irrelevant whether we work in a normalized, 
or more generally orthonormalized basis, or if it does 
not have this property so long as it is complete. But 
when we look at the problem in the classical picture, we 
would like to have real canonical transformations whose 
effect on the orbits in phase space we understand. Thus 
it is convenient that if we originally obtained our results 
on a nonorthonormalized basis because it turned out to 
be simpler, we also derive later the results for the 
orthonormalized one for which the canonical transforma­
tion is real. 

In Ref. 2 we discussed completely the symmetry group 
of canonical transformations for the problem of an 
isotropic oscillator in a sector of an angle 7T I q with q 
integer, for a nonorthonormalized but complete set of 
states. In the next section we shall discuss the same 
problem when the basis is orthonormalized and in the 
process establish a procedure which seems applicable 
to all problems whose spectrum has the form (1. 1). 

3. THE PROBLEM OF AN OSCILLATOR IN A 
SECTOR WHEN THE BASIS IS ORTHONORMAL 

As in Ref. 2, we shall express the orthonormal and 
nonorthonormal states in terms of powers of creation 
operators acting on the ground state. As shown there, 
these operators take the form 

1). = (1/v2) (x. - iP.), 

where 

x. = (1/v2) (Xl ± ix2), 

P. = (l/ff) (PI ± iP2 )· 

(3.1) 

(3.2a) 

(3.2b) 

The orthonormal states are then given by the angular ket2 

InN) ={n! In+ q(N + 1)]!}-1/2 2-1/2(T).T)y[T)~(N.1) -1)~(N+1)110), 

(3.3) 

while the nonorthonormal will be designated by the 
round kee 

InN) = [/I !N! ]-1/2(1).1).)"(1)+ Q + T). Q)N(T). Q - T). Q) 10). (3.4) 

These states were taken from Ref. 2, but for conve-
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nience in the later developments we replaced Vu v2 

appearing there by n, N. 

If we define now the operators 

a+=1'/+1'/., 

A+=T)+Q+T).Q, 

we immediately see from (3.4) that 

a+lnN)=(n+ 1)1/2In+ 1 N), 

A+ ImV)= (N + 1)1/2In N + 1), 

(3.5a) 

(3.5b) 

(3.6a) 

(3.6b) 

and thus a+, A + are the creation operators for the non­
orthonormal basis. 

As discussed in Ref. 2 (where we denoted a+ by 1'/1 
and A+ by 1]2)' the annihilation operators for the non­
orthonormal basis are not the Hermitian conjugate of 
the creation operators. Designating these annihilation 
operators by 'ii, A we can symbolically2 express them as 

and thus, using (3.5), we obtained2 

7i = (1)~.1 C _1)~.1 U (1): _1)~)"1, 

Ii = (T)+C _1].U({l(1]~ -1)~r1, 

where we employed the symbolic relation 

a 1 
-a - = ~± = -(x. + iP.), 

1]. v2 
From (3.4) and (3.8) we immediately see that 

a] nN) = n1 / 2 ] n - 1 N), 

Ii InN) =N1
/

2 In N -1). 

(3.7) 

(3.8a) 

(3. 8b) 

(3.9) 

(3. lOa) 

(3. lOb) 

Thus creation and annihilation operators for the non­
orthonormal basis can be derived straightforwardly. We 
propose now to obtain the corresponding operators for 
the orthonormal basis which we shall deSignate by a 
caret above the symbol, i. e., a+ ,.4+, a,A. 

We begin by applying to the orthonormal basis the 
Hamiltonian and angular momentum of a particle in a 
two-dimensional isotropic harmonic oscillator potential. 
The operator form of these observables is given by 

H=1]+~+ +1].C 

M =T).C -1).C 

(3.11) 

(3.12) 

The orthonormal state (3.3) is an eigenstate of H with 
eigenvalue 

2n + q(N + 1). (3. 13) 

On the other hand it is not an eigenstate of "vI because it 
satisfies the boundary conditions that require that the 
wave function vanishes at qJ = 0, 7Tlq. The classical 
angular momentum is given at the boundaries by the 
product of the radius vector by the component of the 
velocity normal to the boundary. After collision this 
component changes sign but not magnitude so that 1',,1 
goes into - M. Thus classically M2 would be an integral 
of motion of the problem and therefore we expect that 
I nN) of (3. 3) should be an eigenstate of M2. This we can 
check directly and find that its eigenvalue is given by 

l(N+ 1)2. (3. 14a) 
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We now introduce an operator which we call absolute 
value of the angular momentum and denote by 1M I. It is 
defined by the fact that its eigenfunctions are still given 
by (3.3) but its eigenvalue is the positive square root of 
(3.14), i. e. , 

q(N + 1). (3. 14b) 

Symbolically this means that 

liv11 = [;,v1 2 Jl
/

2
• 

In the classical picture this implies that 

whenM>O, 
whenM<O. 

(3. 15) 

(3. 16a) 
(3. 16b) 

We now proceed to apply to the state InN; of (3.3) the 
operators a', A' of (3. 5). We begin by noting that 

a'lnN)=(n+l)![(n+l)+q(N+l)J!)1/2 In+l N; 
n! [n+ q(N + I)J! ' 

= [(n + i) + q(N + I)J l
/
2 (n + 1)112 In + 1, N;. 

(3. 17) 
Thus [(n + 1) + q(N + 1)]-1/2a+ acts as a creation operator 
on the orthonormal basis with respect to the index n. 
Making now use of the spectra (3.13), (3. 14b) of the 
operators H, I M I, we can write a' as 

a'=WH+ 11\11)J-1/2 a" 

where from (3.17) we immediately see that 

~'inN)=(n+l)1/2in+l,N;. 

(3.18) 

(3. 19) 

From the discussion of the previous section we see that 
as the basis I nN; is orthonormal the corresponding an­
nihilation operator is just the Hermitian conjugate of 
(3.19), i. e. , 

a=al~(H+ 11\11)]-1/2, 

a=(a')'= CC 

(3.20a) 

(3.20b) 

It remains now only to determine A + as A is again just 
its Hermitian conjugate. We start by applying the 
operator A' of (3. 5b) to the state (3.3) which gives 

A'lnN)=JJ. nN lnN+l)+vnN ln+q,N-I), (3.21) 

where iJ. nN' V nN are two constants given by 

JJ.nN={[n + q(N + 2)]!/[n-;- q(N + I)]!y/2, 

vnN = [(n + q)! /n! ]1/2. (3.22) 

Comparing (3.22) with (3.17), we see that now the ap­
plication of the operator A' to I nN; does not give a sin­
gle state, as happened when we applied a', but a linear 
combination of two of them corresponding to the same 
energy. Thus we would like to have another operator 
that gives again a linear combination of the type (3.21) 
which we could use together with A' to obtain an operator 
that when acting on I nN; gives only a state InN + 1). 
This is very easy to find as InN; is an eigenstate of M2 
and thus the commutator 

(3.23) 

when applied to InN; gives a result similar to (3.21) 
with other values of JJ. nN' V nN' Combining then A' with 
this commutator, we easily see that 
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{l(2N + I)A' + [M2 ,A'J} InN> 
= 4q2(N + 1) {In + q(N + 2)]!/[n + q(N + 1)]!Y/2 In N + I). 

(3.24) 

If the multiplicative factor on the right-hand side of 
(3.24), divided by (N + 1)1/2, is passed to the left-hand 
side, and if we make use of the eigenvalues of H, 1M I 
given by (3. 13), (3. 14b), we obtain for the creation 
operator A + in the orthonormal basis the explicit form 

)\.,=tq'3/2 

x [2- Q(H+ iMI)(H+ IA11-2) ... (H+ 1·ij,1i-2q+2)]·1/2 

(3.25) 

The corresponding annihilation operator A is obtained 
by taking the Hermitian conjugate of A'. As H, 1M I, M2 
are Hermitian, A is given by (3.25) when we invert the 
order of the factors and replace A' by 

(3.26) 

We have thus obtained explicitly the raising and low­
ering operators in the orthonormal basiS. They are 
considerably more complicated than the corresponding 
operators in the nonorthonormal baSis, but have the 
advantage that when we pass to the classical limit they 
will give rise to rear rather than complex canonical 
transformations. 

As discussed in the previous section, the classical 
limit can be obtained with the help of the correspondence 
prinCiple, which in the present case implies that the 
eigenvalues of the operators H, I M I are much larger 
than 1. This implies that the operators of the type 
H + 1M 1+ Y, where Y is any integer reduce to H + IMI. 
Furthermore, from (3. 16) we see that in the classical 
limit 

~(H+ IMI)-{7J,( whenM>O, (3.27) 
2 7J.C when 1'1'1 < 0. 

We note also that the commutator 

[M2, A 'J =M[M, A'] + [lvI, A']M = q[JvI(1); -1)~) + (1)". -1) ~)M J. 
(3.28) 

In the classical limit M and 1)~ -7J~ commute and the 
commutator reduces to twice the first term of the right­
hand side of (3.28). 

Taking all the previous observations into account, we 
have the following expressions for the fl', fl, A', A in the 
classical limit. When the angular momentum M> 0, 
then 

Cz' = (1],~J'1/21].1]., 

a=(1]+U· 1
/

2 Cc, 
A' =q'1/2(1)+t _1)_~y/2(1],U'"/21]?, 

A =q'1/2(1].~, -7J_Ul/2(1],U-Q/2~:. 

When the angular momentum M < 0, then 

Q+ = (1).U'1/ 21],1]., 

a=(YJ.U'1/2~+L 

,4+ = q'1/2(1)_~. -7J.U1/2(1].U'Q/21]~, 

A =q"/2(1]_~. _1],~y/2(1)_U-Q/2~;. 
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(3. 29a) 

(3. 29b) 

(3.29c) 

(3.29d) 

(3.30a) 

(3.30b) 

(3.30c) 

(3.30d) 
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All symbols are interpreted as classical observables 
defined in terms of the 11+,11_, C, C given by (3.1), (3.9). 

As indicated in Refs. 1,2 the Poisson brackets of any 
two observables F, G can be written as 

(
oF oG of OG) 

{F, G}=i -0 - iJt - iJt -0-
11+ s+ s. 11. 

(3.31) 

and thus for both M> 0 and M < 0 we check from (3.29), 
(3.30) that 

{u"', - ii'ir={k, - iA}= 1, 

{a+, A+}= {Ii+, A}= {a, A+}= {a,A} = 0, 
(3.32) 

so that A +, n+, - iA, - in can be considered as canonically 
conjugate variables in four-dimensional phase space. 

We furthermore see from (3.29) that for M> 0 

a+a=11_C (3. 33a) 

A+A=q-l(11+C-11_U (3. 33b) 

while from (3.30) we have that for M < 0 

a+a=11+~+, (3. 34a) 

k,.l=q-l(11_C-11+U. (3. 34b) 

Thus in both cases the Hamiltonian (3.11) is given by 

(3.35) 

which corresponds to an anisotropic oscillator whose 
ratio of frequencies is q/2. 

Expressing now c/', Ii, A +, A in terms of coordinate and 
momenta x, p, X, P through the usual relations1 for fre­
quencies 2 and q, i. e. , 

a+ = (1//2) (v'2 x - i p/v'2) , Ii = (l/v'2) (v'2 x + i p/v'2) , 

.{+ = (1/..)2) (vqX - i P/vq), A = (1/v'2) (vqX + i P/vq), 

(3.36) 

we obtain from (3.29) or (3.30) and (3.1), (3.2), (3.9) 
the canonical transformation that connects them with 
xl> PI' x2 , P2 • Thus the problem of an isotropic oscillator 
in a sector of angle 7T / q is mapped by this transformation 
on the anisotropic oscillator whose Hamiltonian is 

(3.37) 

It remains to see whether the Hamiltonian (3.37) is 
not subject to any constraints as was the case for the 
original isotropic oscillator due to the barriers of the 
sector. To see that the motion takes place now on the 
full configuration space (x, X) and the momenta (p, P) 
are continuous throughout this motion, we analyze in 
detail the behavior of (i+, A+ as function of time for the 
case q = 3. The motion within the sector of the original 
(X 1X 2 ) plane is illustrated in Fig. 1 of Ref. 2. As indi­
cated there TJ., ~. are given in terms of the polar 
coordinates and momenta Y, <p, Pr , P~ by 

TJ. = ~[exp(± i<p)](Y± y-lp~ - iPr ), 

~± =TJ: =~[exp(:f i'P)]( Y± y-lp~ + iPr ). 
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(3. 38a) 

(3. 38b) 

Furthermore, as we assumed in the original configura­
tion space (x1xJ an isotropic oscillator of frequency 
unity, we have 

11. = (11.0 ) exp(il), 

~. = (~.O) exp( - it), 

(3. 39a) 

(3.39b) 

where (TJ.o), (~.o) are the initial values of these variables 
given in terms of Yo, CPo, PrO' P ~o by expressions similar 
to (3.38). 

We proceed now to analyze the evolution in time of 
TJ. due to the presence of the barriers of the sector. The 
motion for q = 3 is given by the heavy lines of Fig. 1 in 
Ref. 2, and we see that in general there will be six 
branches to the trajectory. We can start with any of 
them initiating the motion at the barrier CPo = 0 with 
P~o > 0 as indicated by the arrow marked 1 in Fig. 1 of 
the present paper. The initial conditions are then 

(3.40) 

Designating with an upper index 1 the 1). of this first 
branch, we have 

11~1) =~( Q ± a-1y - ij3) exp(il). (3.41) 

After collision at the barrier 'P=(7T/3) the motion takes 
places in the second branch which, using the method of 
images, can be thought of as starting with the initial 
conditions 

Yo=a, 'Po = 27T/3, Pro =[3, P~o=-y. (3.42) 

Using these values, we can then write 11~2) associated 
with the second branch. When the motion reaches cP = 0, 
we can again use the method of images to find what are 
the initial conditions for the third branch and thus get 
TJ~3). The different starting points with the direction of 
the angular momentum are marked in Fig. 1 of the 
present paper by the arrows numbered 1 to 6. We then 
obtain for the six branches 

11:<) = ~exp(± icpo<) (en (-1ta- 1y - i(3) exp(i/), 

where K = 1, 2, 3,4,5,6 and 

(3. 43) 

CPO! = 0, 'P02 = 27T/3, CP03 = 47T/3, 

CP04 = 47T/3, CP05 = 27T/3, 'Po6 = O. 

FIG. 1. The problem of the sector of angle 7T/3. The arrows 
indicate the direction of the velocity normal to the wall for 
each of the six branches of the trajectory when we use the 
method of images. Thus for branches 1,3, 5 the angular mo­
mentum is positive and for branches 2,4, 6 it is negative. 
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We see that 1)1<) (and thus also ~~<) which is its con­
jugate) suffers discontinuities as we go from branch K 

to branch K + 1 at the point of collision. But this is not 
reflected in a:, A '. The latter change form at the bar­
riers of the sector where P ~o and thus M changes sign, 
as indicated in (3.29), (3.30). Thus from (3.43) we ob­
tain that on all six branches of the original motion in 
the sector 11., A' are given by 

(j. = ~ [( a _ i13)2 _ a-2y2] exp(i2t)/[( a + a-1y)2 + i32]1/2, 

(3.45a) 

A' =q-l/2[(a + a-1y)2 + i32]-o/2yl/2(a + a-Iy - i(3)Oexp(iql). 

(3.45b) 

We have now written the result for arbitrary integer q 
rather than only q = 3 as the extension of the arguments 
is obvious. 

As seen in Fig. 1 of Ref. 2 the time required to cover 
all branches of the orbit in the sector of configuration 
space (X1X2 ) is the same as the one needed to traverse 
the ellipse in the full plane without barriers. As our 
frequency is unity this time is t = 27T. After covering then 
all branches in the space (X1X 2), we have that a+ ,A., 
and thus also x,X,P, P given by (3.36), return to their 
original values. Thus we have proved that the canonical 
transformation relating XI,X2~PI>P2 to x,X,p,P maps 
the isotropic oscillator in a sector on an anisotropic 
oscillator with ratio of frequencies q/2, over the full new 
configuration space x, X. 

The remaining steps required now to find the group 
of canonical transformations responsible for accidental 
degeneracy for the problem of the sector have already 
been discussed in Ref. 2. The Hamiltonian (3.35) can 
also be written as 

H = 2q[q-I c]' a + ~kA], 

H = q[(q /2)-lil+a + kA] 
if q is odd, 

if q is even. 

(3.46a) 

(3. 46b) 

We can thus make a further transformation of the type 
discussed in the previous section, and also in Ref. 1, 
to map the problem on an isotropic oscillator in the full 
plane. The symmetry group of this last oscillator is 
U(2), and it is responsible for accidental degeneracy for 
this problem. We could then write the symmetry group 
responsible for accidental degeneracy of the oscillator 
in a sector of angle 7T / q as 

-1 [~(U + U*) 
T _ (i/2) (U - U*) 

(i/2)(U - u*)] 7 
~(U+U*) , 

(3.47) 

where U is the two dimensional unitary matrix and T is 
the nonlinear canonical transformation relating Xl' X2 , PI> 
P2 to the coordinates and momenta associated to an iso­
tropic oscillator in the full plane as discussed in the 
previous paragraphs. 

We now proceed to apply a sequence of Similar steps 
to finding the group responsible for accidental degen­
eracy in the Calogero problem for the case of three 
particles. The procedure of this and the following sec­
tion indicates that the method will work for all cases in 
which the spectrum has the form (1. 1) as we discussed 
in the Introduction. 
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4. CANONICAL TRANSFORMATIONS AND THE 
CALOGERO PROBLEM 

As discussed by Calogero, S the Hamiltonian of his 
problem for the three-particle case in one dimension is 

H=Ho+ V, 

Ho = - t"k o~~ + H(xi - X2)2 + (Xl - X3)2 + (x2 - X3)2], 

V = g[ 1 2 + 1 2 + 1 2] . 
(Xl - x2 ) (x2 - X3 ) (Xl - x3) 

(4.1) 

Introducing the Jacobi coordinates in polar form, i. e. , 

r sinep = (l/Y2) (Xl - x2 ), 

rcosep=(l/Y6) (Xl + X2 - 2x3), 

X=(1/Y3) (Xl +X2+X3), 

(4.2) 

we have that the intrinsic Hamiltonian H, from which the 
center of mass motion has been eliminated, takes the 
form 

H=Ho+V, 

H =_!(!~r~+~~_r2) -1, 
o 2 r or or r2 Oep2 

V= 9g , 
2r2 sin23ep 

(4.3a) 

(4.3b) 

(4.3c) 

where for convenience in later notation we subtracted 1 
from Ho so that it becomes identical to (3. 11) and use 
was made of the relationS 

sin-2 ep + sin-2
( ep + 27T /3) + sin-2

( ep + 47T/3) = 9 sin-2
( 3ep). 

(4.4) 

We now proceed, as in the case of the sector problem, 
to discuss orthonormal and nonorthonormal eigenstates 
of the Hamiltonian H. The former have been derived by 
Calogero and we shall denote them by an angular ket 
InN) whose explicit form is5 

It T ( 3(N! )(n! )(N + T) )1/2 
!ruV)=(-l) 2 r(T) 1Tr(N+2T)r(n+3N+3T+l) 

x ?N'3T exp[ _ (r2/2)] L~N'3T (r2) (sin3eprC~ cos3ep), 

(4. 5a) 

where 

T=~+(t+g)I/2, (4. 5b) 

and L:(r 2
), C:"'(cos3ep) are respectively Laguerre and 

Gegenbauer polynomials of the arguments indicated. 
The kets I ruV) are normalized for ep in the interval 
0"" ep "" (1T/3) as the repulsive potential V prevents the 
particles from going outside these limiting values of 
the angle ep. The phase factor (- 1)" is introduced to 
establish a complete paralelism with the sector problem 
as will be seen below. 

The ket (4. 5a) is an eigenstate of the Hamiltonian H 
of (4.3) and of the angular operatorS 

(4.6) 

Moshinksy, Patera, and Winternitz 89 



                                                                                                                                    

The corresponding eigenvalues ares 

H InN) = (2n+ 3N + 3,) InN), 

M21 nN) = 9(N + ,)21 nN). 

(4.7a) 

(4.7b) 

From (4. 7a) we immediately see that the Calogero 
problem has the same accidental degeneracy as that of 
an anisotropic oscillator whose ratio of frequencies is 
2/3. 

As in the case of the sector, we define the operator 
1M I as the one which when applied to I nN) has as eigen­
val ue the positive square root of that of M2, i. e. , 

I M I I nN) = 3(N + ,) InN). (4.8) 

We now turn our attention to the nonorthonormal basis 
introduced by Perelomov6 for the Calogero problem. He 
starts by considering two creation operators6 which have 
simple commutation properties with the Hamiltonian 
(4.3). In this paper we shall denote the operators by 
b+, B+ and their commutators with H and among them­
selves are6 

We shall express these operators in terms of the 1). of 
(3. 38a), where Pr,P'II are replaced respectively by 

a a 
p =-i-, P =-i-' (4.10) 

r or 'II oqJ 

From Perelomov's paper6 we have (suppressing ir­
relevant multiplicative constants) that 

b+ =1) +1)_ - 9g( 4r2 sin23qJf\ (4.11) 

+ 3 3 27 g 
B =1)++1)-+4r2 sin23qJ 

(4. 12) 
x [(cos3qJ)(r- iP r ) + (i/3r)(sin3qJ)p'II]' 

The Hamiltonian H of (4.3) can in turn be written in 
terms of 1)+,1)- as 

(4.13) 

It is particularly easy to check the commutation 
relations (4. 9) if we express them as Poisson brackets 
and calculate them classically using (4.11), (4. 12), 
(4.13) and (3. 38a). It is interesting to note that b., B+ 
reduce to a+, A + of the sector problem for q = 3 when 
g=O. 

With the help of b+, B+ it becomes now possible to ob­
tain a complete nonorthonormal basis for the Calogero 
problem. 6 We shall designate these states by the round 
ket I nN) defined by 

InN)=(n!N!f1/ 2w)n(B+)N 100), (4.14) 

where 100) is the ground state of the Calogero problem 
given by (4.5) when n=N=O. From (4.9) it is clear 
that these states correspond to the same eigenvalue of 
the energy (4. 7a) as the orthonormal states InN). Fur­
thermore, it is obvious that 

b+lnN)=(n+ 1)1/2In+ 1 N), 

(4.15) 

As in the previous sections we expect that the anni­
hilation operators for the nonorthonormal basis are 
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not the Hermitian conjugates of b+, B+. We shall not 
proceed to derive them but rather go directly to the 
operators, which we shall denote by iJ+, ir; which are 
the raising ones for the orthonormal basis. The pro­
cedure we shall follow will be a carbon copy of the one 
employed for the sector problem. 

We start by applying b+, B+ to the orthonormal basis 
InN). Perelomov6 has shown that 

b+lnN) =~nN In + 1 N), 

B+I nN) = J..i. nN InN + 1) + V nN I n + 3, N - 1), 

where 

(4.16) 

(4.17) 

(4. 18a) 

_(r(n+ 3N + 3, + 4))1/2 
J..i. nN - r(n + 3N + 37 + 1) ( 

(N + l)(N + 2,) )1/2 
(N + ,)(N + ,+ 1) , 

(4. 18b) 

v = (N(N + 2, - l)(n + 3)(n + 2)(n + 1) )1/2 
nN (N + ,) (N + ,- 1) . (4. 18c) 

By using the operators H, I M I whose eigenvalues are 
given in (4. 7a), (4.8), we immediately see from (4. 18a) 
that the operator 

b+=[t(H+ IMI)]-1/2b+ 

has the property 

b+InN)=(n+ 1)1/2In+ 1 N). 

(4.19) 

(4.20) 

For B+ we require, as in the case of the sector problem, 
another operator which when combined with it would 
allow us to eliminate the ket In + 3, N - 1). It is clear 
that the commutator [M2,B+] when applied to InN) gives 
a linear combination of states similar to (4. 17), i. e. , 

[M2, B+llnN) =J..i.'nNI n N + 1) + v~Nln + 3, N - 1), 

where 

J..i.~N= 9[2(N + ,) + 1] J..i. nN' 

1~~N = 9[- 2(N + ,) + l]vnN. 

Combining then the operators B+, [M2, B+], we get 

(4.21) 

(4.22a) 

(4. 22b) 

([18(N + ,) - 9]B+ + [M2, B+ n I n,'v) = 36(N + 7) J..i.nNI n N + 1). 

(4.23) 

Finally making use again of the eigenvalues (4. 7a), 
(4. 8) of the operators H and I M I we can write the 
raising operator ir for the orthonormal basis as 

B+=(3v'6t1 IMI1/2[(IMI-3)(IMI +3,-3)(H+ IMI) 

X(H+ IMI-2)(H+ IAII-4)j-l/2 

x{3B+(2IMI-3)+[M2,B+l}, 

which clearly has the property that 

B+ InN)=(N+1)1/2InN+1). 

(4.24) 

(4.25) 

The annihilation operators '6, B are then the Hermitian 
conjugates of the creation ones and their effect on the 
kets I nN) are 

iJlnN)=n1/ 2 I n - 1 N), BlnN)=N1/ 2 InN-1). (4.26) 

Thus the operator 

2b+/J + 3B+B + 37 (4.27) 
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is diagonal in the basis InN) and its eigenvalue are given 
by (4. 7a), so that it is a representation of the Hamil­
tonian of the Calogero problem in terms of the new 
creation and annihilation operators. 

The operators fj., E+ reduce to those of the sector 
problem for q == 3 when the potential V goes to zero. This 
is seen immediately as b+, B+ reduce to a', A +; H, i M i 
become those of an isotropic oscillator and, when g== 0, 
T= 1. 

As in the sector problem we are interested in the 
classical limit so that we can obtain the canonical trans­
formation that maps the Calogero problem on an aniso­
tropic oscillator [as indicated by the expression (4.27) 
of the Hamiltonian] whose ratio of frequencies is 2/3. 
Again we use the correspondence principle in which the 
quantum numbers associated with H, 1M I are large. We 
can then disregard integers or T as compared with the 
eigenvalues of H, I M I and thus in the classical limit we 
have 

b+=[t(H+ IMI)]-1/2b+, (4. 28a) 

E'=(3v'6)-1(H+ IMlr3
/

2 IMI-1/2(6B+IMI +i{M2 ,B+}). 

(4. 28b) 

As usual in these cases we have replaced the commu­
tator [F, Gj by the Poisson bracket i{F, G}, which is 
allowed quantum mechanically and gives an expression 
that has meaning also in the classical limit. 

If we want to calculate explicitly b+, ir it is convenient 
to express b+, B+, H, 1VJ2

, in terms of 1)+, 1)_, ~,' C. From 
(3.38) we note that 

p. =Tl+C-Tl-~-, 

Pr = i[(1) + + U(1)_ + Ul- I
/
2 (1)+1)- - ~+U 

y= 1(1)+ + U(1)_ + UJl/ 2
, 

exp(itp) = (1), + U/(1)_ + U)1/2 

and thus we obtain 

B+ - (3 3 _ 27g 
- 1). + TJJ 2[(1)+ + ~y _ (1)_ + ~Y12 

X{[(TJ+ + ~Y+ (TJ_ + ~Y](21)+1)_ +TJ+~+ +TJ_U 

+ M(1)+ + ~y - (1)_ + ~y] (1)+~+ -1LU}, 

H-(Tl t + t) 18 (Tlt + ~Y(1)_ + ~y 
- +<,. 1)_<,_ - g ((1). + ~y - (1)_ + ~YJ2 

,vr2 =(Tl ~ -1) ~ )2_ 36g (1)+ + U\1)- + ~y 
++ -- [(1),+~_)3-(TJ_+~Y)2' 

(4.29) 

(4.30a) 

(4.30b) 

(4.30c) 

(4.30d) 

The Poisson bracket appearing in ii' can be calculated 
using (3. 'U). 

We have then the explicit canonical transformation 
that takes us from 1)" 1)_, ~., ~_ into b', E', b, B and maps 
the classical Calogero problem into an anisotropic 
OSCillator whose ratio of frequencies is 2/3. 
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As discussed in the last part of the previous section, 
the anisotropic oscillator can in turn be mapped into an 
isotropic one, and thus the group of canonical trans­
formation responsible for accidental degeneracy in the 
Calogero problem is given again by a realization of the 
U(2) group of the form (3.47). The canonical transforma­
tion T appearing in (3.47) is now the one that takes us 
from the relative Jacobi coordinates and their corre­
~p~nding momenta to 1)., 1)_, ~., ~_, from there to b', B', 
b, B as indicated above, then to the creation and annihila­
tion operators of the isotropic oscillator as discussed 
in Sec. 2, and finally to coordinate and momenta opera­
tors defined in terms of the latter by relations similar 
to (2.19). 

The canonical transformation T is a very complicated 
one and it seems difficult to visualize how we could have 
determined it from a purely classical reasoning. By 
using quantum mechanics and both the orthonormal 
basis of Caloger05 and the nonorthonormal one of 
Perelomov6 we were able to find it, though the relations 
(4.28), (4.30), show the complexity of its explicit form. 

5. CONCLUSION 

Turning now to the general two-dimensional problem 
whose spectrum has the form (1. 1), we can say that the 
group responsible for its accidental degeneracy is a 
realization of the U(2) group of the form (3.47). The 
steps required to derive this symmetry group were out­
lined in Sec. 1. 

It is interesting to note that the generators of the Lie 
algebra of the U(2) symmetry group of the isotropic 
oscillator in the full plane, i. e., the 1)'i~j of (2. 28a), 
are integrals of motion of this problem. If we have a 
canonical transformation T that maps any problem whose 
spectrum is given by (1. 1) into an isotropic oscillator 
in the full plane, we can use it to express 1)'i~j, i,j= 1,2, 
in terms of the coordinates and momenta of our original 
problem and thus obtain interesting integrals of motion 
for it. 

We could extend our class of problems to n-dimen­
sional configuration space if we assume that the spec­
trum is some linear combination with integer coefficients 
of the quantum numbers VI' v2 '" vn• A problem of this 
type is given by the n + 1 particle Calogero problem. 5,6 

A simpler case appears when we consider n particles 
in a one-dimensional harmonic oscillator potential, but 
restricted to obey Fermi statistics. In the latter case 
both an orthonormal and nonorthonormal6 basis can be 
obtained in terms of polynomial functions in the creation 
operators 1)1' 1)2'" 1)", acting on the antisymmetric states 
of lowest energy, and a discussion similar to the one 
presented in the previous sections can be carried out 
for this problem. The group of canonical transforma­
tions would again be given by (3.47) but with the U ap­
pearing there referring to the n-dimensional unitary 
group. 

We have given a general procedure for deriving the 
group of canonical transformations responsible for 
accidental degeneracy in a wide class of problems. We 
think that it provides a framework for a general under­
standing of these problems, which, except for some 

Moshinsky, Patera, and Winternitz 91 



                                                                                                                                    

recent attempts, 11-13 have been attacked by the indepen­
dent study of each case. 
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On the exact solutions of the Wick-rotated fermion-antifermion 
Bethe-Salpeter equation 
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Exact solutions of the fermion-antifermion Bethe-Salpeter equation with harmonic kernels are given 
for bound states with zero mass. The algebraic structure of these BS amplitudes is analyzed. 

1. INTRODUCTION 

In this paper we consider the fermion-antifermion 
Bethe-Salpeter equation in the Wick-rotated form for 
boundstate mass 111 = 0. 1 The interaction kernel is 
specialized to harmonic forces. 

The interest in this form of the BS equation is con­
nected with the description of the mesons as quark­
antiquark boundstates. 2 Since one needs smooth kernels 
in order to obtain linear Regge trajectories for the 
meson mass spectrum, it is worth studying an approxi­
mation of these kernels by harmonic interaction. Under 
the dynamical assumption of heavy quarks (.11,1« 2mquark) 
the restriction to boundstate mass M = 0 is a useful 
starting point. 

Under these specifications the BS equation takes the 
form 

(yq - illl) X(q)(yq - im) = (f<. X)(q), 

(1) 

K! = a i _ /3 i O Q • 

The pi are projection operators on the Dirac matrices 
1, y", a"v, Y5 Y,,' Y5 (denoted by 5, V, T, A, p). 

2. EXACT SOLUTIONS 

The BS equation for ]1,1= 0 decomposes into three 
Dirac sectors 5 + V, T + A, P. This fact is used in the 
ansatz 

where Xl is of type V, S, A, T, -, if Xu is of type 
5, V, T, A, P. Because of 

insertion of the ansatz (2) into Eq. (1) leads to two 

(2) 

(3) 

scalar equations 

(-l- 1112 - KO) Xo = 0, 

(_ q2 _ m2 + Kl) Xl = O. 

The spin dependence appears only in the coupling of 
Xo and Xl: 

(4a) 

(4b) 

(Up to this point no special momentum dependence of 
the kernel is assumed. ) 

In the case of harmonic potentials Eq. (4a) are four­
dimensional oscillator equations. Because of the oppo­
site signs of the kernels in (4a) and because of the 
coupling (4b) we must demand /3u = - /31 = /3. (In the fol­
lowing we make the substitution q - q //31/4

). X(q) is a 
solution of the BS equation, if Xu and Xl satisfy the same 
oscillator equation. If Xo is an arbitrary oscillator solu­
tion, then {yq, Xo} is, in general, not an eigensolution 
belonging to a certain eigenvalue. This is most easily 
seen by introducing the well-known creation and anni­
hilation operators 

± 1( .) 1 ( a) 
a" = -!2 x" 'fiP" = f2 x" 'fax" 

with the commutation relations 

[a;, a:l = o"v, [a;, a;l = 0 [a:, a:l = O. (5) 

By writing 

Xl = - 2.Am {y", (a: + a~) Xu}, 

it is seen that Xl is also an oscillator eigenfunction, if 

TABLE I. The complete solutions of the BS equation are given by Eq. (2). X denotes an arbitrary scalar oscillator eigenfunction 
Also, the numbers Cv can be chosen freely within the assumptions we made. By specializing X and Cv , one can arrange that the 
solutions have certain transformation properties. 

Dirac sector 

S+ V 

T+A 

p 

Xo~Yc,Yva~x, 

Xo ~ rr"v a -;' Cv X 

Conditions on Xo 

{Y" a: Xo} ~ 0 

+ 
Xo ~ YSYv av X, 
Xo~()'"va:CvX 
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TABLE II. Exact solutions of the fermion-antifermion BS equation for harmonic interaction. 

Dirac Solutions of the BS equation Sector Vy-)rPc' Eigenvalues 
sector 

( i +)( + + _ Y" - mFia" a~a;alL - a; a~a.,)X. 

I 

SEE! V ( i}+ + + + _ Yu -~au a~a~a; -a"ava~)x m,2 

f"~POy" a: a;;ca X 
va: c!:) = E4a"~a:ae 

V":ca(b)=°4a 

( 1 • ~-y,yva~ + mH Y5uJJ.v a"a; X, _ 

IV 

~ + 1 .)-Y5Yva v+ m/:?5U"v a;av X 

Ttl:'A ( - 1 ,"il"v • -) 
fJuvaV-m,rzY5YCJ/C ailav; VI" : d~) = EA<Y5a~ a6 

XEUPOKa;a~dK X 

(u + __ I_y Y E,"iluv - .) 
"vav m/2 5 " a~av VI" :djb)=04K 

x ,,"POKa; a~dK X 

. 
(JJJ.lJalLa~X II 

p Y5X III 

or 

or 

=0. 

In Table I the oscillator solutions Xo satisfying these 
conditions are listed for the three Dirac sectors. 

3.0nc (4)-SYMMETRY 

(6) 

The BS Eq. (1) is invariant under the transformations 
of the group 0(4) (x~ = O~xvl extended by 3-space re­
flections n and charge conjugation C. 3 In a group theo­
retical analysis one takes advantage of the fact that 0(4) 
is isomorphic to the direct product SU(2) '6> SU(2): 

0; = O;(R., RJ. R±E SU(2)0 

Therefore, the irreducible representations of 0(4) are 
characterized by two angular momenta (r, r). Because 
of 

n(R •• RJ IT = (R_, R.), C(R., RJ C-l = (R., RJ, CITC-l = II, 

the irreducible representations of 0IIC(4) are further 
characteriz ed by an inner parity nl = ± 1, if f = j -, and 
by an inner charge conjugation C; = ± 1. 

The BS amplitude may be expanded in a base, in 
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0'0 0'1 

a V =_m2 -2(N+ 1)fjjV, as =m2 +2i.N+2)V{iV. 

(!:!:)" ~~-{3v 22 

a V =_m2 -2(N+3)f.jV. as = m 2 +2 (N+2Jvr1 

(n;1 n; lY- a v = - m 2 - 2 (N + 2) fiV 

a A = - m 2 - 2 (N + 1) fiX. aT =m2 +2(N+2)v,BA, 

(~~)- (3T=-/Y' 

a A = _m2 _ 2(N+3)VjA. aT = m 2 +2(N+2) fiA 

aT = _ m2 _ 2(N+ l)fiF. a A = m 2 + 2(N+ 2) Jj3T, 

(n;l n;l)O+ 
{3A=_(3T 

a T =-m2 -2(N+3)!i? aA~m2 +2(N+ 2)q 

(H)'" aT = _ m 2 - 2 (N + 2).fiiT 

(~!:r 22 
a P = _ m 2 - 2 (N + 2) .fjiP (N= n+ 2 r) 

which the representation of 0IIC(4) decomposes into ir­
reducible oneso A complete reduction leads to six 
classes (sectors) of irreducible representationso By 
this the BS equation decomposes into six systems of 
hyper radial equations. 4,5 

We now specialize the solutions given in Table I in 
order to achieve their transformation according to these 
irreducible representations (j', r)il·C·. This is done by 
choosing X as oscillator eigenfunctions, which are also 
eigenfunctions of ([+)2 + (l-)2, of 12 (1= 1+ :+-1-), and 13: 

(7) 

These functions belong to the representation W, Z-)il'c' 
= (~n,~nr +. The energy eigenvalue is a = n + 2v + 2. 

The parameters C v in Table I appear in sectors with 
j' '" r. These representations have no inner parity n/. 
We fix the Cv in such a way, that the solutions X(q) are 
eigenfunctions of the parity operator n with the eigen­
value (- l)l or (- l)i+l (denoted by "a" and "b", 
respectively) . 

By this procedure we find that the solutions given in 
Table I correspond in a unique way to the six sectors 
of the BS equation6 and to the solutions obtained by solv­
ing the hyperradial equations. 5 The result is listed in 
Table II. 
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Four examples of the inverse method as a canonical 
transformation 

D. W. McLaughlin* 

Department of Mathematics. Arizona University. Tucson, Arizona 85721 
(Received 8 August 1974) 

The Toda lattice, the nonlinear Schriidinger equation, the sine-Gordon equation, and the 
Korteweg--<le Vries equation are four nonlinear equations of physical importance which have recently 
been solved by the inverse method. For these examples, this method of solution is interpreted as a 
canonical transformation from the initial Hamiltonian dynamics to an "action-angle" form. This 
canonical structure clarifies the independence of an infinite number of constants of the motion and 
indicates the special nature of the solution by the inverse method. 

Recently a large class of nonlinear dispersive wave 
equations has been integrated by the "inverse method." 
These equations describe a wide variety of physical 
models ranging from water waves to quantum optics. A 
review of this "inverse method, " together with descrip­
tions of its many physical applications, may be found 

nonlinear wave is constructed from the spectral data at 
time t by a Gel'fand-Levitan equation. 

in ReL 10 The latest results on the method are contained 
in Refs. 2, 15, 16. 

This method is based upon the association of a linear 
eigenvalue problem to the nonlinear wave equation. 
Given the nonlinear wave at time t = 0, this association 
maps the nonlinear wave dynamics into spectral data 
for the linear problem. The time evolution of this 
spectral data is easily computed. Then, at time t, the 

TABLE r. The main results. 

1. Nonlin­
ear dy­
amics 

2. Hamil­
tonians 

Toda lattice Nonlin. Schrod. 

Clearly, the key to this method is the linear eigen­
value problem. Thus, it is of considerable interest to 
discover relations between this linear problem and the 
nonlinear physics, or the nonlinear wave equation. Such 
relations indicate the generality of the method and its 
applicability to other physical situations. 

In two cases3 we have shown that the appropriate 
linear problem actually describes the micro (quantum) 
physics of the medium which supports the nonlinear 
wave. In at least these cases, the linear problem has a 
direct physical interpretation, 

Sine-Gordon KOl'tcweg-deVries 
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cal maps 
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Here we take a different approach and display the 
canonical structure of the inverse method. We consider 
four equations of particular physical interest. Each of 
these nonlinear equations is written as a Hamiltonian 
system. The linear problem is then interpreted as a 
canonical transformation which maps this Hamiltonian 
system into the spectral data viewed as a Hamiltonian 
system of "action-angle" type. 4 Such "action-angle" 
Hamiltonians do not depend explicitly upon the q's. As 
such, the canonical equations of motion for the spectral 
data are trivially integrable. These yield p's which are 
constants of the motion and q's which vary linearly with 
time. 

This canonical structure provides a clear interpreta­
tion of the infinite number of conservation laws which 
these nonlinear equations possess. In addition, calling 
upon our experience with action angle transformations 
in classical mechanics, we realize that such systems 
are quite special. This provides some feeling for the 
sensitivity of the inverse method to changes in the non­
linear wave equation. Finally, these canonical struc­
tures would seem of interest as models for quantized 
field theories. 17 

TABLE II. The linear problems. 

Toda lattice N onlin. Schrod. 

l. Linear prob. (L<I»(n) = 0"..1<1> (n -1) 

Our results are displayed in Table L The Korteweg­
de Vries (KdV) column was ob1ained by Zakharov and 
Faddeev5 in a fundamental paper. Our arguments for 
the other three equations closely follow those of Ref. 5. 
However, it is now clear that both the Toda lattice and 
the nonlinear Schooinger equation provide a better model 
than KdV for a study of the canonical structure of the 
inverse method because the computations involved are 
more explicit. Also, it now seems clear that the in­
verse method can quite generally be interpreted as a 
canonical map from the nonlinear dynamics to a 
Hamiltonian system of action angle type, Currently, 
Flaschka and Newe1l6

,16 are investigating this generality 
with regard to the Clarkson inverse formalism. 2 

For the rest of this note we go through Table I indi­
cating the type of computations and discussing several 
distinctions between the various equations. In line 1 (of 
Table I) we display the nonlinear dynamics. In lines 2 
and 3 this dynamics is expressed in canonical form. 
Notice that in the sine- Gordon and KdV cases, explicit 
p's and q's are not identified. Such an identification can 
be made at the expense of e~bedding the structure in a 
larger space1 ,6,7; however, this is not necessary, 5,8 It 

Sine-Gordon Korteweg-de Vries 
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should be remarked that for the Clarkson formalism, 
this embedding seems natural. 6, 16 Finally notice the 
Hamiltonian is not the standard one, h, used to describe 
the sine-Gordon dynamics in laboratory coordinates 
(X, T), 

h = J ~[i(Q~ + Qi) + (cosQ - 1) 1 dx 
-~ 

(1) 

In lines 4 and 5 of Table I, we display the action 
angle Hamiltonian dynamics. The canonical maps con­
necting the two Hamiltonian systems are described by 
the linear eigenvalue problems which are summarized 
in Table II. This table is self- explanatory 0 Its entrees 
were obtained by Gardner, Greene, Kruskal, and 
Muira9 for KdV, by Zakharov and Shabat10 for nonlinear 
Schrooinger, by Ablowitz, Kaup, Newell, and Segurll 
for sine-Gordon, and by Flaschka12

,13 for the Toda lat­
tice. Notice in particular that the scattering data listed 
in line 5 is defined through the J ost solutions of line 3. 
The evolution of this scattering data is summarized in 
line 60 

The existence of a one-to-one map between the scat­
tering data and the nonlinear wave dynamics follows 
from Gel'fand- Levitan theory. In addition, the identifi­
cations made in line 6 of Table I show that the evolution 
of the scattering data (line 6, Table II) can be repre­
sented through the action angle Hamiltonian systems 
listed in lines 3 and 4 of Table 1. Thus, the proof that 
these maps are canonical transformations rests on the 
verification that H is mapped into K. 

In all four cases, this is established by expansions 

InaW '" B Ai ?;-i • (2) 
i::: _ eo 

The coefficients Ai can be represented in two ways. One 
way begins from the identity displayed in line 7 of Table 
II, which follows from Cauchy's theorem and the identity 
1 a 12 + 1 b 12 = 10 The main results of this computation 
are displayed in line 8. In particular, the action angle 
Hamiltonian K is always one of these coefficients. Al­
ternatively, the coefficients Ai can be expressed in 
terms of the nonlinear waves. In all cases, H=K. 

The explicit calculations for Ai in terms of the non­
linear waves differs slightly between the sine-Gordon 
case and the other three examples, For the sine-Gor­
don case, H = K = iA_1 • The negative index indicates that 
we need lna(?;) near?; = 0, This is reminiscent of scat­
tering length computation in quantum mechanics. 14 

Following closely the type of arguments used in quantum 
texts, we obtain the identity 

(3) 

For the sine-Gordon case, it is easy to compute the 
Jost solutions at ?;= 0, 
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sm -2- dx' 

(

. [XV(X') ) 

J)=(~:)= 1-:
1I

(X') , 
cos _~-2- dx' 

(4) 

( 
(f X v(x') ) cos -2- dx' 

~ = (:~) = . (f-: 1'{x') 1 . 
- sm -- dx' 

_K 2 

Inserting (4) into (3) yields A_I and explicitly shows that 
iA_l = H. For the other three cases, H is obtained from 
an expansion of Ina by the same expansion procedure 
used in Ref. 5. This distinction can be traced to the 
pole in the dispersion relation for the linearized sine­
Gordon equation. In fact, the analytic structure of this 
dispersion relation seems to determine which coeffi­
cients in the expansion of lna(?;) yield H. 6 

For the sine-Gordon and KdV cases one must also 
check the invariance of the simpletic form. For KdV 
this is done in Ref. 5. Presumably the sine-Gordon 
case would follow analogously. This check is not 
necessary for the Toda lattice and nonlinear 
Schrodinger cases since there explicit p' sand q's have 
been identified, 

Canonical structure provides a clear description of 
the infinite number of constants of the motion. Clearly 
the action angle momentum (p(O, jJ}) constitute "n" 
constants of the motion in our" 211" -dimensional phase 
space. On the other hand, notice that a(?;) is constant in 
time; thus, by (2), the coefficients Ai are also constant 
in time. In fact, these Ai represent the celebrated in­
finite number of conservation laws (polynomial conser­
vation laws for KdV.) Specifying these Ai fixes lna(?;) 
by (2), which in turn fixes (jJW, Iii)' 

Given an infinite number of conservation laws, the 
exact meaning, of their independence is always a prob­
lem. Here, the canonical structure clearly displays 
the independence of the infinite set of constants of the 
motion {Ai}' Each of these can be specified arbitrarily 
and independently. Each such specification fixes the 
action angle momenta (p(t), p;l and thus fixes a class of 
solutions. [To uniquely select one solution from this 
class, one must fix (q (~), q) initially" 1 Thus, fixing 
specific values for these constants of the motion Ai 
which are obtained from the "infinite number of conser­
vation laws" fixes a class of solutions. Changing one 
value A i changes this class. A detailed discuss ion of 
the points covered in the last two paragraphs will appear 
in Ref. 18. 

Actually, for the KdV and sine-Gordon case, only 
one half of the {AJ can be arbitrarily specified, every 
other one being identically zero, Recall that in these 
two cases, the p' sand q' s for the nonlinear wave could 
only be identified at the expense of an embedding. The 
wave dynamiCS described by KdV (or by sine-Gordon) 
lives on a constraint in this larger spaceo In "scatter-
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ing-data space" this constraint takes the form AZJ '" 0, 
j=integer. 
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A stochastic Gaussian beam. II 
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The propagation of a Gaussian beam in a· strongly focusing medium is considered. The medium is 
subject to random deformations of the beam axis. The average intensity and the intensity fluctuations 
on the beam axis and the mean population remaining in the fundamental mode are computed when 
the random inhomogeneities are weak and the distance between the source and observation points is 
large. All results for random axis deformations are compared to those obtained earlier for random 
width perturbations. The mean intensity off the beam axis and the mean population transfer into 
higher modes are also discussed. 

1. INTRODUCTION 

Consider the initial value problem for the Schrodinger 
equation, 

2iat l/!= ill/! - [y -E'1)(t, w))2I/!, ° < E« 1, 

l/!(t=O,Y)= (1/';;;:)exp(-y2/2). 
(1 0 1) 

Here Y '" (Yb Y2), 17 = (7h, 112), and y2 = yr + y~. Physical­
ly, I/! represents an electromagnetic beam traveling in a 
focusing medium subject to random imperfections. The 
t axis denotes the beam axis. In (1. 1) the parabOlic 
approximation to the reduced wave equation has been 
employed 0 1 In this model the fundamental mode of the 
beam is initially excited. 

The stochastic perturbation .'1)(t, w) models random 
deformations of the beam axis, It would correspond to 
misalignment problems in a lens system. In Ref. 1, 
we have studied a stochastic perturbation which de­
scribes random changes of the focusing strength, or 
"width of the lens" 

° < E « 1, f3 a scalar process, 

I/!(t= 0, Y) = (1/';;;:) exp(- y2/2), 

(1. 2) 

One purpose of this note is to compare the effects of 
random axis deformations, as modeled by (1.1), with 
those of random width changes, as mOdeled by (1. 2). 

The process '1)(t, w) is taken to be mean zero and 
stationary, 

E{'1)(t,' n=O, E{1)j(t" )1),(s,o )}=Rij(t-s). (1.3) 

In addition the usual mixing conditions are assumed, in 
particular, 

R if (s ) - ° as s - 00 sufficiently rapidly. (1.4) 

The goal of this note is to compute the expected value 
of certain functions of the random field I/! [as defined by 
(1.1)] in the limit of weak stochastic perturbations 
(0 < E « 1), uniformly through large beam distance 
(t= O(T/E2), T finite}. All results for random axis de­
formations are compared with those under random width 
changes. It should be noted that in all cases rather ex­
plicit formula are obtained. 

In particular, we compute the expected value of the 
intensity, 

(1. 5a) 

the fluctuation of the intensity, 

E{[ I w, w) 12 - E{ II/! (t, w) 12} ]2}; (L5b) 

and that portion of the beam which remains in the funda­
mental mode, 

E{I <hoolzb(t» 12}=E{1 J d 2y(1/v7T) exp(-y2/2)I/!(t,y) 12}. 
(1. 5c) 

In addition, the expected modal transfer into the (p _ q )th 

mode hpq is studied, 

(1. 5d) 

Marcuse2 has studied an initial-boundary value prob­
lem closely related to (1. 1)-(1. 2)0 His problem is more 
realistic than that studied here; consequently, his ap­
proach (a modal analysis) is harder to justify with 
estimates of accuracy. We view the present work, as 
well as the work in Refs. 1 and 3, as complementary to 
studies such as Ref. 2. By using an idealized initial 
model, we are able to obtain explicit results within that 
model and to give formal error estimates within the 
modeL 

Finally, we mention that (1, 1) and (1. 2) could also 
be interpreted as quantum mechanical harmonic oscilla­
tors in which the ground (lowest energy) state is excited 
at t = 0. The two types of randomness described would 
(i) shake the equilibrium position of the oscillator, and 
(ii) shake the "spring coefficient." The problem is to 
compute the manner in which each type of randomness 
distributes the population from the lowest energy state 
into higher ones o 

In Sec, 2, we describe the key representation. In 
Sec. 3, we discuss the average intensity and its fluctua­
tion. In Sec. 4, we describe the modal transfer. 

2. THE KEY REPRESENTATION 

For the moment, fix a realization of the process 11, 
and hence of the random field I/! as defined by (1, 1 L 
Motivated by geometrical optics, we seek l' of the form 

I/!(t, y) =A(t) exp[iS (t, y)]. (2.1) 

A short computation based upon this ansatz verifies that 
zb can be written as 

;JJ(t, y) 

= k exp(it)exp(-y2/2) exp[ieitil, (t)yj +i6(t)], (2.2) 
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where ~ (t, w) and ° (t, w) are defined by 

0t~= -e exp(- it)17, A(t=O)=O, 

0t O = iexp(2it)~2+ -k2~, o(t=O)=O. 

(2.3a) 

(2.3b) 

Integrating Eqs. (2.3) and inserting the. result into 
(2.2) yields the basic representation 

</J(t, y) 

:= (1/v'iT) exp(it) exp(- y2/2) exp[eA, (t)y' +€2 B(t)], (2.4) 

where Aj =Af + iA~, B=BR + iBI, and 

Af = t sin(t - a)'T/j(a)da, 

Af = - t cos(t- a)'T/j(a)da, 

BR = - t t rIa f dall" da2 n 0 0 

x sin(2a- al - ( 2)'T/k(al )11" (a2), 

BI = t t da(172(a) + t dall" da2 o 0 

X cos(2a- (11 - ( 2)'T/k(a1 )'T/k(a2)}. 

(2.5a) 

(2.5b) 

(2. 5c) 

(2.5d) 

All computations in this note are based upon the key 
representation (2.4)-(2.5). For convenience, we list 
those quantities of primary interest (1. 5a,b,c,d), in 
terms of AR,AI,BR, and BI: 

I(t, y) = ! </J(t,yW 

= (1/Jr )e-,.2 exp[E2Af(t)y' + e22BR (t)], 

Jpq(t) = !(llpq!</J(t,'»)/2 

(2.6a) 

= E 2
(P"'O) I A l l

2
p I A 21

2q 
exp(E2{2BR(t) + [A2(t) + A~ (t)]/4}) 

2(P"'O)p!q! ' 

p, q = 0, 1, 2, •• , c (2 . 6b) 

Jpq(t), Eq. (2.6b), denotes the modal transfer function 
from the fundamental (hoo ) mode at t = 0 to the pqth 
mode (hpq ) at t=f. To obtain (2.6b) requires some com­
putation. First realize that the mode hpq is defined byl 

hpq (y) = (1r2Pp I 2qq I tl/2Hp (Y)Hq (Y2) exp(- y2/2), (2.7a) 

where Hp(Y 1 ) denotes the pth Hermite polynomial. 4 

Inserting lipq and </J as represented by (2. 4) into (1. 5d) 
and using the two identities, 4 

( 
~ (PI ( (2k)') 

dx H (x + y)e-X2 - 2-J>/2 - L; fP)H (ny).r; --' 
p - - hO \2k P ~k k I ' .-

(2. Th) 
(PI 

L;[k! (p _ 2k)I]-lH
p

_2k (Y) = (2~)P, 
k~ p. 

(2.7c) 

yields (2.6b). In (2.7b,c), [P]=p ifp is even and is 
(p - 1) if P is odd; ~) denotes the binomial coefficient. 

In the rest of this paper, we compute expected values 
of (2. 6a,b) in the limit as e - 0 uniformly in t through 
t=0(7/E 2

), 7 finite, Frequently such computations are 
carried out by a perturbation theory using some form 
of Khashminskii's diffusion theorem. This technique is 
used in Ref. 1 for the case of random width perturba­
tions. Here key representation (2.4)-(2.5) is so ex­
pliCit that such techniques are not,needed. In comparing 
with Ref. 1, notice there that Eqs. (2. 3a, b) are 
replaced by a variable coefficient linear differential 
equation whose solution is not known in closed form. 
This ordinary differential equation is analyzed by 
Khashminskii's theorem. Here we merely integrate 
(2. 3a, b). 
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3. THE INTENSITY AND ITS FLUCTUATION 

In this section, we compute the expected value of the 
intensity and its fluctuation and compare these results 
for random axis deformations with the analogous results 
for random width changes. The parabolic approximation 
(1. 1) to the reduced :wave equation is most accurate on 
the beam axis (y = 0). 5 There the intensity is given by 

(3.1) 

For finite, fixed t, the expected value of the on-axis 
intensity remains constant, 

(3.2) 

However, as t increases, this expected value will suffer 
large distance effects. To compute these effects, con­
sider the definition of BR(t,W), Eq. (2.5c), 

(3.3) 

Interchanging integrals and evaluating the integral over 
a first yields 

BR(t,W)=t t da1 t da2 o 0 

x [cos(2t - al - ( 2) - cos(a1 - ( 2)]'T/k(al )'T/k(a2L (3. 3') 

We are interested in the behavior of (3.3) for large t; 
therefore, we consider the time average 

- I1t Jt BR = lim 4T da1 da2 
t-~ 0 0 

X [cos (2t - al - ( 2)- cos (al - ( 2) ]17k (aJ'T/k (a2L (3.4) 

To compute this limit, we assume that the process 17 
belongs to the class of stochastic processes for which 
this limit is the same for almost all realizations. 6 For 
this class, the limit BR is equal to its mean value. 
Thus, 

- - 1ft it BR=E{BR}=lim-
4 

dal da2 
t-- too 

x [cos(2t - a1 - ( 2)- cos(al - a2 )]E{'T/k(a1 )1/k(a2 )}. (3.5) 

Using the stationarity of the process 17, we compute 
from (3.5) 

.ijR = - t f. dacosa{tr[R (a)]}, 

R,k(a) = E{'T/J(a+ S )'T/k (s )}. (3.6) 

Assumption (1. 4) guarantees that this distance average 
is finite. 

Returning to (3.1), we use (3.5) to calculate the large 
distance behavior of I(t, 0) in the limit e - 0, f - co, E2 t 
= 7 finite, 

I(t, 0):::; (l/rr) exp(- 2e 2t! BR!), t» 1, (3.7) 

and, since BR is independent of realization, we obtain 

E{I(t, OJ} '" (l/lT) exp(- 2E2t! BR!) + Oed, 

RANDOM AXIS CASE. 

ExpreSSion (3.8) is uniformly valid through t = 0(7/ €2L 
Certainly for finite, fixed t it reduces to (3.2L 

Result (3.8) is a main result in this section. It states 
that weak random [a(E)] axis deformations cause an 0(0 
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exponential decay in the distance scale T=e 2 t of the 
on-axis intensity, with decay constant 21 ifT' I, In Ref. 1 
we found that weak random [O(e)] width changes left the 
intensity unperturbed 

E{I(t,O)}"'l/1T+O(el, (3,8W) 
uniformly through t= O(T/€2), T finite, 

Thus, random axis deformations induce a stronger ef­
fect on the intensity than do random width variations. 

Experimentally misalignment causes more problems 
than width uncertainties, 7 In Ref. 5, we have shown 
that misalignment causes larger errors in the parabolic 
approximation to the reduced wave equation than random 
width variations, Here we see that even within the 
framework of the parabolic approximation, misalign­
ment causes a stronger effect on the intensity than does 
random width variations 0 

Using exactly the same procedure, we compute the 
fluctuation in the on-axis intensity, 

E{[I(t,O)-E{I(t,O)}]2}=O+ O(E), RANDOM AXIS CASE, 

(3, 9A) 
uniformly through t = OCT /€2), T finite. At first glance 
this result is somewhat surprising. However, it is easi­
ly understood after noticing that the random function 
I(t,O) depends upon the input stochastic process 77 only 
through "averages" such as 

Thus, ergodicity will force the limit (E-O, 1-00, E2t 
= T finite) to be almost surely independent of realiza­
tion. This in turn forces results such as (3. gAl, 

In any case, result (3. 9A) is certainly different from 
the random width case, where, in Ref. [1], we found 

E{[I(t, 0) - E{I(t, 0)})2} = (1/1T2)[exp(2E2yt) -1] + O(e), 

RANDOM WIDTH CASE, (3. 9W) 

uniformly through t=O(T/e2), T finite, Here 

y=: r Ef3(s + a)B(a)cos2ada. 
o 

Off axis (y"* 0) the situation is more complicated. Not 
only is the parabolic approximation less accurate,5 but 
calculations within the parabolic approximation seem 
more difficult, For example, consider computing the 
expected value of the intensity I, 

I(t,y)=: (1/1T)e- y2 exp[2EA:(t,w)yJ + 2e 2BR(t,w)L (3.10) 

As we have seen, the term e2BR(t,w) "'e2t BR as t- 00; 
and hence contributes to the large distance behavior of 
E{I(t,yl}o The term EAf(t,w)yJ in (3,10) also contributes 
to the large distance behavior, although its effect is 
harder to calculate. It is easy to see that it does not 
contribute in a distance of O(l/e): 

A~ (t, w) "'t limff t sin(t - a)1)j(a)da 
t .. oo 0 

=:tAr=IE{Af} 

=tlimfft sin(t-a)E{1)j(a)}da=O 
t .. oo 0 

(3.11) 
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by the mean zero property of 1)J' To see that this term 
does contribute in a distance of O(1/E2), we expand 
(3.10) as a power series in E: 

I(t, y) '" (1/1T)e-,.2 exp[2E2 BR(t, w)] 

X[l + 2EA:(t,w)yJ + 2e2Af(t,w)A:(t,w)yJyk + O(E3)]. 

(3.12) 

As t - 00, (3.11) shows that the O(E) term in (3.12) goes 
to zero. As for the O(e2 ) term: 

Af (t, w)A~ (t, w) 

"'t lim -t
1f t daljt da2 sin(t - all sin(t - a2 )1)J (al )1Jk(a2 ) 

t-+O/l a 0 

x [cos(al - a2 )- cos (2t - a l - a2 )]RJk (al - a2 ) 

= t 1: RJk (a) cosada, t» o. (3.13) 

Here we have again used the property that averages 
over t are almost surely independent of realization. 
Combining (3,12)-(3.13) yields 

E{I(t, y)} '" (l/1T)e-y2 exp(- 2E2t 1 BR I) 
x [1 + 2e2tYJkyJyk+ O«(€A(t)y)3)] , 

where 

YJk =: J~ RJk(a) cosada, 

(3.14) 

Formula (3,14) again shows that random axis defor­
mations lead to an exponential decaying factor in the 
intensity as t increases, In addition, for any fixed E2t 
> 0, (3.14) shows an increase in the intensity just off 
the beam axis. The random axis deformations cause a 
local spreading of the beam on the T=E2t distance scale, 

One is tempted to try to correct the secular behavior 
displayed in (3.14) by some "two-timing" scheme such 
as discussed in Ref, 6, However, scaling the distance t 
leads to results such as 

E{I(t, y)} '" (1/1T) exp(- 2E 2t 1 jjR 1 ) 

x exp[ - (OJk - 2e2tYJk)ylyk]. 

Comparing this result with I(t,y), Eq. (3.10), clearly 
indicates that it cannot be much more accurate than 
(3.14), 

4. MODAL TRANSFER FUNCTION 

In this section we compute the expected value of the 
modal transfer function J pq , with particular emphasis 
upon that portion of the beam which remains in the fun­
damental mode, J 00' From (2, 6b) we obtain 

Joo(t) = 1 (hoo 1 </J(t))/2 

= exp(€2{2BR (t, w) + [A2(t, w) +A~ (t, w)]j4}). (4.1) 

Thus, we must compute the long distance behavior of 
Re[A2 (t,w)], From (2. 5a,b) we obtain 
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t 
A(t, w) = i J e-l (t-<J)1'J(a)da, 

o 
A2(t, w) = - J: daJ: da2 exp[ - i(2f - a l - ( 2 )]7)k (a)7)k (a2 ) • 

Thus, Re[A2(t,w)] is given by 

Re[A2(t, w)] = (-) J't dal r t da2 cos (2t - a l - a2 )7)k (al )7)k (a2 ) a ~o 

As t - 00, this term is 0(0 as the following computation 
shows: 

Re[A2(t,w)]= -It dal t da2cos(2t- a l - ( 2 )7)k(al )7)k(a2) 
a a 

= - trial t da, cos(2t - 0"1 - 0"2)tr R(O"I - 0"2) a 0-

=_ ~ fdO"_trR(O"J(~:t-a-da.cos(2t-0".l 

'2t+<1 ( » +J -da.cos2t-a. 
-a_ 

=-sin2t rtrlatrR(a)cosO" 
~a 

= - sin2t J~ da trR (a) cosO" as t - 000 
a 

In this computation, we have used the fact that averages 
over t are almost surely independent of realization, 
stationarity, and property (1.4). Thus, we obtain 

Re[A2(t,w)] "'- sin2ttr(Yj k) as t - 00, (4.2) 

where Yjk is defined by (3.14). Equation (4.2), together 
with the long distance behavior of BR(t,w) already 
calculated, yields 

E{Jaa(t)} "'exp[ - 21 BR 1 f 2t - t E2 tr(Yj k) sin2t] + O(El, 

RANDOM AXIS CASE, (4.3A) 

uniformly in t through 1=0(T/E2), T finite, 

Result (4. 3A) is the main result of this section. It 
shows that the population decays from the fundamental 
mode exponentially on the distance scale T= E2t with 
decay constant 

21 BR 1 = r cosO" E{7)j (a+ S )7)j (s n. 
Result (4. 3A) should be compared with the random width 
case for which we found in Ref. 1 

E{Joa(t)} '" 4 exp(- YE
2
//4)[ p2 exp(- p2) rip + O(E), 

,;; 0 coshp-/Y?t 

RANDOM WIDTH CASE, 

uniformly through 1=0(T/,,2), T finite, where 

Y'= t (~ cos (2s) E{p(s + a)p(a)}ds. 
, a 

(4.3W) 

We conclude with a few comments about the modal 
transfer from the fundamental mode at / = ° to the pqth 
mode at distance t, 

Jpq (t) = [E 2(P+q) (I Al 12)P( 1 r1
2

12 )o/ 2(p+q) p! q! 1 
x exp(E2{2BR(t) + [A2(t) + A*2(t)]/4}) (4.4) 

Notice that the over-all eX"Ponential decay factor is the 
same for all modes; however, the modes above the fun­
damental have an additional multiplicative factor. This 
factor forces the behavior 
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{

1, p=q =0, 
Jpq(O)= 

0, otherwise, 

as it must, Also notice that, except for (p=O,q=O), 
(p = 1,q = 0), and (p = O,q = 1), the average value of 
J pq will depend upon higher moments of the process 77. 
These will yield a behavior of the type 

E{Jpo (t)t '" cpo (F 2t)P+q exp[ - 21 BR I E2[ 

- }E2tr(Yj k) sin(2tl] + OrE), RANDOM AXIS CASE, 

(4,5A) 

uniformly through t= 0(T/1'2), T finite, 

where the constants CPo will depend upon higher moments 
of the process 7), 

Any given mode, once excited by the random process, 
decays exponentially with a decay rate which is com­
mon to all modes. The random disturbance initially ex­
cites the (p - q )th mode by transferring the population 
from the fundamental mode. This transfer process into 
the (p - q )th mode occurs as the power (E 2!)P+q. Thus, 
the maximum population for a given mode p-q is 
achieved at a distance T max = E2tma.x which is inversely 
proportional to the sum (p + q), The population cascades 
away from the fundamental mode, Very similar results 
were obtained for the random width case in ReL 3, al­
though the dependence on higher moments did not appear 
there. 

Finally, we remark that these results are actually 
more general than would appear 0 They do not depend 
in any essential way on the "ergodic-like" hypothesis on 
77 which we used for purposes of calculation. We could 
have used arguments of the Khasminskii type to see this. 
However, representation (2.4)-(2.5) is so explicit that 
the above arguments seemed the most direct means of 
computation, 
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We prove Lorentz covariance of the field algebras in the Yukawa2 quantum field theory, thus 
completing the verification of the Haag-Kastler axioms for this model. We also study the 
energy-momentum tensor of the theory. In particular, we prove an estimate of the form P(j)2 
::; const(H (g ) +])2 dominating 'local momenta by local Hamiltonians. Most of the results are a 
consequence of this estimate. These methods apply also to the (<1>'), model. 

1, INTRODUCTION AND RESULTS 

The Yukawa2 quantum field theory is described by 
fields ¢ (x, t), I/J(x, t) representing a boson and a fermion, 
respectively. The inhomogeneous Lorentz group in two 
space-time dimensions is the three-parameter group 

{a, A J(x, t) = (a 1 + x coshj3 + t sinhj3, ao + t coshj3 + x sinhj3). 

Lorentz covariance of the theory requires that corre­
sponding to each transformation {a, AJ there is a unitary 
operator U(a, (3) such that 

U(a, j3)¢(h)U(a, (3)-1 ~ ¢({a,AB}h), (1.1) 

U(a, (3)1/J(h)U(a, [3)-1 = S(As)I/J({a, AJh). (1. 2) 

Here ¢(h) = J dxdth(x, t)¢(x, t), I/J(h) = J dxdth(x, f)l/J(x, f), 
he.S(R2

), and {a,AB}h is defined by {a,AB}h(x, f) 
= h({a, AJ-1(x, t)}. S(A B) is the 2 x2 matrix 

S(A ) =e sY5/2 y = [1 Ol 
S ,5 0 - 1J' 

In this paper we show how to construct such a unitary 
operator U(a, j3) for fields localized in a bounded region 
B of space-time. 

Theorem 1. 1: For each Lorentz rotation {a, AJ and 
bounded region B of space-time, there is a unitary 
operator U(a, j3) satisfying (1. 1) and (1. 2) whenever 
supp/lcB. 

Lorentz covariance of the infinite volume field 
algebras now follows immediately, as in Ref. 1 for the 
¢~ theory. This completes the verification of the Haag­
Kastler axioms for the Yukawa2 model. 

The Eqs. (1. 1) and (1. 2) are valid as identities for 
self-adjoint operators and for bounded operators, re­
spectively. U(a, j3) may be chosen to be strongly con­
tinuous in a, i3 on any closed interval. 

For notation and estimates for the Yukawa2 model 
see Refs. 2-6. We start with the time-zero symmetric 
energy-momentum tensor T "v = Tv,,: 

Too (x) = To(x) +g(x)T j(x) + g2 (x) T dx), 

T01C'\:") = P(x), 

where g(. ) "" 0 E C~(R) and 

To (x) = ~ : 7T2 + (V¢)2 + m 2¢2 : - ~ : 1jjylVl/J - v1jjyll/J + 2M"iPl/J: , 

T [(x) = : AI/JU'd> : 
(1. 3) 
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6m2 
2 

T c(x) = - E - -2- : ¢ :, 

P(x) = - t: 7TV¢ + V¢rr: - t: "iPyOVI/J- v"iPyol/J:. 

Here E and 6m2 are the infinite vacuum energy density 
and boson mass renormalization counter terms. For 
realj, j= 1 or jE S(R), we define 

T(f) = J dxj(x)Too(x), P(f) = J dxj(x)To1 (x), 

M(f) = T(xj) (f* 1). (1. 4) 

T(f) is given by a limit as a momentum cutoff Ie is re­
moved, see Sec. 2. In particular, T(1) is the Yukawa2 
Hamiltonian with a space-cutoff g(.): 

H= H(g) = T(1) = Ho + Hj(g) + erg), 

while P=P(l) is the global momentum. We will prove, 
as one expects on formal grounds, that T(f), P(f), and 
M(f) generate time translations, space translations, 
and Lorentz boosts, respectively, for observables which 
are suitably localized. Our proof depends on estimates 
proved in Sec. 2: 

± T(f) -'S const(H +f), p(f)2 -'S const(H +N, 

[iH, T(J)] = P(f/), (1. 5) 

as well as the known positivity and self-adjointness of 
H. We do not require positivity of the Lorentzian M(f). 
For Simplicity we consider throughout this paper only 
j(.) for whichj= 1 or joox on {x: dist(x, suppg) -'S 1}. For 
more general functions j, see Ref. 7. 

For a bounded region B of space-time, we define its 
casual shadow on the x axis by 

IBoo[b_,b+], b.=±sup{±x+ It I : (x, t)EB}. 

Corresponding to a Lorentz transformation {a, AJ, we 
define 

{a, AJB ={(x' , t'l : (x', t') ={a, AJ(x, t), (x, t) e. B}, 

and for a given Lorentz transformation lao, ABO} and 
bounded region B o, we define 

B = B(ao, i3o) = u {a, AJBo. 
laj I "'lao. i I 

lSI", ISo I 

We now choose g(. ) above so that g(x) = 1 on IB and for 
the remainder of the paper g(.), ao, i30 , and Bo will be 
fixed. We will also need the algebras ~(B), ~ orB) gen-
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erated by bounded functions of fields localized in Band 
of time-zero fields localized in I B , respectively. Our 
principal result is: 

Theorem 1. 2: For fE S(R) or f= 1, T(f), P(f) define 
self-adjoint operators, any core for H is a core for 
T(f), any core for Ho is a core for P(f), p2(f) 
~c(f)2(H +1)2, and T(fl +12) = T(ft) + T(h), P(ft +f2) 
= P(fl) + P(f2)' Furthermore, T(f) maps D(H2) into D(H), 
exp[iT(f)t] leaves D(H) invariant, and [iH, T(f)] = P(f'). 
The operator Hexp[iT(f)t] is strongly continuous in t on 
D(H) with strong derivative iH exp[iT(f)t]T(f) on D(H2) 
and satisfies IIH exp[iT(f)tjeli ~ exp[c (f')]IIHell, e E D(H). 
Similar statements apply for M(f), fE S(R). 

Theorem 1. 3: If f = 1 on suppg, then the unitary 
operators 

U(a, (3) = exp[iao T(f) 1 exp[ - ialP(f)] exp[i{3M(f) 

generate the Lorentz transformations (1. 1), (1. 2) for 
fields localized in Bo and for I ai I ~ lao, ii, I {31 ~ I (30 I . 

The proof of Theorem 1. 3 depends on the following 
theorem which, along with Theorem 1. 2, is proved later 
in this section: 

The are m 1. 4: If f = 1 on suppg and supph c B, then as 
forms on D(H) xD(H): 

[i.",I(f) , ¢(h)] = - ¢(x a /l + t a/l), (1. 6) 

[iM(f), I/J(h)] = - I/J(x a th + t a/l) + hsl/J(h). (1. 7) 

Also T(l- f) and P(l- f) commute with ~o(B). 

Proof of Theorem 1. 3: First we consider the case of 
pure Lorentz rotations. For eED(H2), f=l on suppg, 
supph c B, we define 

Fl ({3; x, t) = (e, exp[iM(f){3]¢(x, t) exp[ - iM(f){3]e), 

F2«(3; x, t) = S-l(Aa)(e, exp[iM(f)j3J<P(x, t) exp[ - iM(f)j3]e) 

By Theorem 1. 2, Fi(j3;x, t) and (aF/a(3)(j3;x, t) are de­
fined and continuous in j3, x, t-note that ¢(x, f), I/J(x, t) are 
continuous in x, f on D(H) XD(H). For arbitrary hE CO'(B) 
we define 

F,«(3; Il) = I dx df h(x, t)Fi «(3;x, f), 

and from Theorem 1. 4 we have 

By a result for partial differential equations, 1 it follows 
that for all j3,x,twith 1j31 ~ 1801 and (x,t)EBo 

F, (j3; x, f) = Fi (0; Aa(x, t)). 

By continuity, this proves (1. 1) and (1. 2) for Lorentz 
rotations on D(H) XD(H), even without smearing in x, t: 

U(O, (3)¢(x, t)U(O, (3)-1 = ¢(Aa(x, t)), 

U(O, (3)I/J(x, t)U(O, (3)-1 = S(A a)I/J(A8 (x, t». 

The extension to operator identities on smearing with 
hE CO' (Bo) is immediate, noting that U(O, j3)D(H) c D(H), 
that D(H) is a core for ¢(h), and that I/J(h) is bounded. 

The unitary operator U'(a) = exp(iaoH) exp(- ialP) is a 
generator of space-time translations for ¢(Aah), I/J(Aah) 
provided laol ~ lao,ol, latl ~ laO,ll, 1{31 ~ 1{301, and 
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supphc Bo. Using the Trotter product formula for H 
= T(f) + T(l- f), P=P(f) +P(l- f), and Theorem 1. 4, 
we conclude that Ural = exp[iao T(f)] exp[ - ial P(f)] also 
generates translations, completing the proof of The­
orem 1. 3 and establiShing (1. 1) and (1. 2). 

Theorem 1. 2 follows immediately from the estimates 
(1. 5) and the following general result for forms A rela­
tively bounded by a positive self-adjoipt operator H, 
which is proved in Ref. 8. We write A = [iH, A], R 
= (H + Itt, C~(H) = n :=0 D(lf"). 

Theorem 1. 5: Let A be a symmetric form on C~(H) 
XC~(H) and suppose that as forms on C~(H) XC~(H): 

(1) ±A~const(H+1)n, 

(2) AR is bounded. 

Then A defines a self-adjoint operator A -, any core for 
Jl" is a core for A-, A- maps D(Jl"+t) into D(H), and 
exp(iA -t) leaves D(H) invariant. The operator H exp(iA -t) 
is strongly continuous on D(H) with strong derivative 
iHexp(iA-t)A on D(Jl"+l) and satisfies 

IIH exp(iA -t)ell ~ exp(c I t I )IIHell, eE D(H). 

Proof of Theorem 1. 4: Since f 21 on suppg we have 
T(l- f) 2 To(l-f). By Theorem 1.2, the domainD of 
vectors with finite numbers of particles and wavefunc­
tions in Schwartz space is a core for To(l- f) and 
P(l-f). OnD, exp[i¢o(ft)+i1To(h)] has a power series 
expansion and by explicit computation we find that 
To(l- f), P(I- f) commute with ¢O(fl), 1To(h), lJ!o(f3), 
and if"o (f4) on D xD, provided SUPPfi c I B' A subscript 
zero denotes time-zero fields. Thus T(l - f), P(l - f) 
commute with ~0(B). 

To prove (1. 6) we write lvU= M(f), and then for 
eE D(H2) 

(e, riM, ¢(h)]e) 2 J df(e(f), [iM(- t), ¢o(h(·, t»]e(t», (1. 8) 

where e(t) 2 exp(- itH)e, M(t) 2 exp(itH)M exp(- itH). By 
Theorem 1. 2, MX E D(H) for X E D(H2) and 

M(- tlx 2 Mx - Jo t ds exp(- iSH)P«xf)') exp(isH)X. 

Substituting into (1. 8), we obtain 

(e, riM, ¢(h)]e) 

2 J dt(e(t), riM, ¢o(h(· ,t»]e(t» 

- I dt 10 t ds(e(t - S), [iP«xf)'), ¢(h(' , t), s)]e(t - s». 

(1. 9) 

In Theorem 2.12 of Sec. 2 we compute the commutator 

riM, ¢o(fl)] 21TO (Xfl), sUPPfl c I B, (1. 10) 

on D(H) XD(H). Thus the first term in (1. 9) reduces to 

I dt(e(t), 1To(' h(', t»e(t» 2 - (e, ¢(x ail)e), 

USing the boson equation of motion, In the second term 
we write P«xf)') 2 P+ P«xf)' - 1). For ° ~ I s I ~ I t I the 
spectral projections of ¢(h(· ,f), s) are contained in 
~0(B) and since (xf)' = 1 on suppg, ¢(h(·, f), s) commutes 
with P«xf)' - 1). Noting that P generates space transla­
tions, the second term in (1. 9) reduces to 
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- J dt 10 t ds(e(t - s), cf>(a • h(· , t), s)e(t - s» 
= - (e, cf>(t a)z.)e) 

since the integrand is actually independent of S. This 
completes the proof of (1. 6), as forms on D(H2) XD(H2). 
Extension to D(H) XD(H) is immediate by continuity. The 
proof of (1. 7) follows by similar methods, where now by 
Theorem 2.12, if supp!t C 18 

riM, <Po (ft)] 

= YoV<Po(x ax!t) + M<Po(xh) + A(<Pocf>o}(xh) + h 1<Po (fl)}. 

(1. 11) 

Using the Fermi field equation of motion this reduces to 

riM, <Po (ft)] = (at<p)t=o(X!t) +h51/Jo(h). 

2. MOMENTUM CUTOFFS 

Section 2 deals with the momentum cutoff operators 
and their limits. In 2A we define T,,(f), P(f), and H" 
and in 2 B we show that T,,(f) and P(f) are relatively 
bounded by H", uniformly in K. In 2 C we consider the 
commutators [iH", T.(f)], [iH., P(f)], and we discuss 
the limiting operators T(f), M(f) in Sec. 2 D. 

A. Definition of TK (fl, P(f) 

We introduce momentum cutoffs as in Ref. 2 by means 
of a cutoff function x,,(k,Pt,P2) = X (k/K)x (p/K)x (p/K) , 
X E C~, X(O) = 1. The quantities (1. 3), (1. 4) are then 
given as follows: 

To (f) = Tb(f) + Tf(f), P(f) = pb(f) +pi(f), 

Tb(f) = J dkl dk2[T1 (f; kb k2)a*(kt )a(- k 2) 

+ T2(f; kb k 2)(a* (k t )a*(k2) + a(- kl)a(- k 2))], 

T' (f) = J dPt dP2[Tt (f;Pb P2)(b* (pt)b(- P2) 

+ b'*(Pl)b'(- P2» + T2(f; Pt, P2)(b* (Pt)b'* (h) 

+ b'(- Pl)b(- P2))], 

T I,.(f) -= J dk #1 dP2[UJ~(f; k, Pt, P2)(b* (Pl)b'* (P2) 

+ b'(- P1)b(- P2»+ UJ.(f; k ,Pl,P2)(b* (Pl)b(- h) 

+ b'*(Pl)b'(- P2»](a*(k) + a(- k», 

T c,,,(f) = - J dxf(x)[E. + ~om! : cf>2(x) :]. 

pb(f), pi(f) are given by expressions similar to Tb(f), 
Tf(f) but with kernels Pj(f;. , .), and in addition the co­
efficient of aa or b'b is negative. We will reserve the 
variables k, l for bosons and p, q for fermions and trust 
that no confusion will arise. The kernels and renormal­
ization constants occurring above are given by 
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Tl (f; kb k2) = J (kl + k2)(81TJ.i.1J.i.2tt i2(J.i.1J.i.2 - klk2 + m 2), 

T2(f; kto k2) =1 (kl + k2)(321TJ.i.1J.i.2tl /2(- J.i.1J.i.2 - klk2 + m 2), 

T t (f; Pto P2) = J(Pt + P2)(W2 + Wl)Wl (Pto P2), 

T2(f;Ptoh) =J(Pl +h)(W2 - Wl)W2(Pl,P2), 

P t (f; kb k 2) = J (kl + k2)(81T J.i.1J.i.2tl /
2 (- J.i.tk2 + J.i.2k l) , 

Pz (f; kto k2) = J (kl + k 2)(321T J.i.ljlZ)-1/2(- J.i.tkz - J.i.2k t), 

Pl (f; Pto h) = - J (Pl + h)(h - Pl)Wl (Pt, P2), 
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Pz(f;ptoPz) = 1(Pl + P2}(P2 - Pl)UJ2(PtoP2), 

wK(f; k ,Pl,P2) = - A(1TJ.i.)-t 121 (k + Pt + P2)UJ l (Ph - h) 

xX.(k,PhPZ), 

UJ~(f; k ,Pl,P2) = - A(1TJ.i.tt / 2!(k + Pl + P2)W2(Pto - P2) 

Xx.(k,PtoP2), 

E" -= - : f dPt dP2J.i.(Pl +pz>-l(jl(Pl +h)+Wl +W2tl 

X I UJ2(Pb - P2)x. (- Pl - P2,Pl,P2) 12 + const + 0(1), 

om; = - ~; f d~ wm-llXK (0, ~, - ~) 12 +const +0(1). 

The constants in these terms are independent of X. while 
the 0(1) terms vanish as K- 00. The Wj(PbPZ) are 

and 

wl (Pto P2) = (321TWlw2tt/2(V(Pl) v(- P2) + v(- Pl) V(P2», 

UJz(Ptoh) = (321TWlwztt/Z(V(Pl)V(PZ) - 11(- Pl)II(- P2», 

J.i.(k) = (k 2 +m2)1I2, w(p) = (p2 +M2)1i2, 

II(P) = (w(p) +p)1I2. 

We note the following properties of the functions 
Wj(PbPZ): 

Lemma 2.1: Wj(Pt,Pz) are symmetric inPbP2, 
l/'1(Pt,P2) > ° and 1Wl(Pt,P2)12+ 1UJ2(PbP2)12=(81Tt1. With 
~ =Pl- P2, TJ =Pt +pz 

UJl (Pt, P2) ~ w(~)W(TJtl, I wz(Pto P2) I ~ w(TJ)2W m-2
, 

I Wj (Pl, pf) - UJ j (Pt,P2) I ~ 21p~ - P21 (W2 + w~rt. 

It is easily checked that the quantities defined above give 
operators on D(Ho), noting that T2(f; . ,. ) and P2(f;' ,. ) 
are in L2 (R2). The cutoff energy density is 

TK(f) '" To (f) + T1,K(fg) + Tc,.(fg2) 

and, in particular, we define the cutoff Hamiltonians 
HK '" H(g, K) '" T,,(l). It can be shown that our choice of 
energy counterterm differs from that of Glimm and 
Jaffe2 only by 

III gll~EK - E 2(g, K) I = const +0(1). 

Choosing the constants in EK so that inf spectrum HK = 0, 
our HK therefore agrees with theirs. 

B. ± TK(f), ±P(f) ';;const(HK + t) 

We introduce an auxiliary lower cutoff P as in Ref. 2 
by making the change XK(k,PbP2)-XK,P(k,Pt,P2) where 

XK,p(k,Pl,P2)=X, (k,PtoP2)(1- 8.(Pt- P2». 

Here ep(p)=l, IPI ~P, 8.(P)=0, IPI >p. We denote the 
sum of the finite energy and mass renormalizations by 
t:.CK(f). For fE 5 (R) of f = 1 the corresponding operators 
TK, p(f) satisfy: 

Lemma 2.2: Let E> 0, T> O. Then for sufficiently 
large KO, Po and K ~ KO' P ~ Po there are constants uniform 
in K with 

HK - HK,p+ t:.C.(g2) ~ - ENT - const, 

± {T.(f) - TK,p(f)} ~ const(NT + 1). 
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Proof: The first estimate is Lemma 7.1. 3 of Ref. 2 
while the second follows by the method of Lemma 6.3.5 
of Ref. 2. The conditions K'" KO' P '" Po are required be­
cause of the finite mass renormalization. 

For t < T< 1 we choose nonzero constants e( T) > 0, 
aCT), !3(T) which satisfy the inequality 

J dl { I aT j (f; k, l) I + I!3P j (f; k, l) I} < iI (k) :; J.I. (k) - qJ. (k r 
(2.1) 

and the corresponding inequality for fermion kernels. 
We denote the diagonal parts of To(f), P(f) by Tj(f), 
P j (f). We now apply the dressing transformation of Ref. 
2: 

b(p, E) - b(P, E) =- b(p, f) + [b(P, f), rW;:p(g)], 

rw;,p(g) =- f dk dPj dP2W;, peg; k, Pt ,P2)b*(Pj)b'*(P2) 

x{ a*(k) + a(- k)} 
J.I. +Wj +W2 Wj +W2 

to Ho =" Ho - eNT - aTj (f) - !3Pj (f) '" 0, obtaining an 
expansion: 

A 

o ~ Ho =- - eNT- !3Pj (f) +Hj - aH[ + H2 - aHi - !3(Hf +Hf). 

(2.2) 

H j contains terms resembling HK,p, H[ contains similar 
terms resembling TK,p(f) - T2(f) while H2, Hi, and Hf 
include all other terms. For given E> 0 we prove: 

Le mma 2. 3: For all K and for P ~ Pt sufficiently large 

(i) ±(Hj-HK'P+ACK(g2))~ECVT+1), 

(ii) ±{H[ - (TK,p(f) - T2(f))}~ const(NT+1), 

(iii) H2 - aH! - !3(Hf + Hf) ~ f(NT + 1). 

Proof: (i) is proved in Ref. 2. The proof of (ii) is 
similar. We find (for the dia?;rammatic conventions 
used, see Ref. 4) 

Hi - (TK,p(f) - T2(f)) =- :r)r +;>r + - Xr + )r 
<(r- +r~ +r<2 + r<i + Y(+ 

>19 -)tg. --"''lsl __ 19.,/' _1'< -

0 , 
+ " + r. r 

t- rO:, +0:, +;,0:-- - TC,K'P(fg2). (2.3) 

The vertices T f' f denote the kernels T j (f; . , . ) and 
w;,p(f; 0,' ,.) while rg represents the kernels of 
nV;'p(g). The diagram 

has an effective kernel T, * r g, where 

(Tf * rg)(k,pj,h) =- J dl Tj(f; k, -l)rg(l,Pbh), 

which we compare with (J.l.r,g)(k,PbP2):; J.I.(k)r,g(k,PbP2)' 
Using the properties of Wi(Pj,P2) from Lemma 2.1 and 
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the properties of the cutoffs XK' we find 

(T,*rg)(k,PbP2) =- (J.l.r,g) (k,pj, P2) +A j (k,Pt,P2) (2.4) 

where for T> 0 and P > Pj (T) sufficiently large, 
IiJ.l.-T/2A j (k,Pj,P2)11 2 <E. By an NT estimate it follows that 
for P > Pj 

Similar estimates apply to the second and third terms 
in (2. 3). Thus combining these estimates and noting that 
(J.I.+W j +w2)r fg =-fg, we have 

±{ T')r+ »r+ >r- )tg } ~E(NT+1). 
In this way, we find that (2.4) and the corresponding 
estimate for convolution with a fermion momentum 
allows a complete cancellation of diagrams in (2.3), to 
within terms dominated by E(NT+1), plus the finite re­
normalization term ACK(fgZ) which is dominated by 
const(NT+1). This completes the proof of (ii). 

We now introduce the operator Won L2(R) with kernel 

W(k, l) =- iI(k)o(k + l) - aTj (f; k, l) - {3P t (f; k, l). 

There is a corresponding definition for the fermion 
case. By (2. 1) 

O""W""2iI or 0~W~2w, (2.5) 

where iI, ware multiplication by iI('), w(.). Then 

H2 - aH! - !3(Hf + Hf) 
9 yv 

=-~j Zi- r'xY~+ PYr 

- J dpdqB(p)*W(p,q)B(-q)+(b-b') 

+ J dk dlA(k)*W(k, l)A(-l) - !3Hf, 

where 

<-P 
A(k) =- r< .-k , B(p) =- r -- ~ 

The Zi are given in Ref. 2 and dominated there by 
E(NT+1). Hf contains diagrams identical to H[ with T re­
placed by P, see (2.3), but using the equivalent of (2.4) 
and combining terms in groups as for H[ we find the 
resulting terms are dominated by E(NT +1), T > t, with­
out cancellations being needed-a consequence of the ap­
proximate conservation of total momentum given by 
integration with g(x) in H(g, K). 

The first two diagrams and the term involving B(P) 
are all negative and may thus be ignored. The remain­
ing diagram has the form 

r~r =- J dk J dPdqBj(k,p)*W(p, q)B(k, - q) 

~2J dkJ dPBj(k,P)*w(P)Bj(l?,P) 

where 

Bj(k,P)=- k.~-D 

and we used (2.5). Similarly, 

J dk dlA(k}* W(k, l)A(-l) "" 2 I dkA(k)*/I.(k)A(k). 

Elementary NT estimates give 
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IIA(k)(NT+1)-t!211 '" constp-°J1.-t -T/2+20, 

IIBt (k, p) (NT + 1)-t /211 '" constp-6 J1. -t/2w-t !2-T 12+26 

X J1.(k +prt/2-6, 

and thus both remaining terms are dominated by 
E(N T+1), T"~, for sufficiently large p. This proves 
(iii). 

Taking E < c/5, I a I sufficiently small, p ~ max(po, Pt) 
and K ~ Ko, we obtain from (2.2) and Lemmas 2.2, 2.3 

± {a(TK(f) - T2(f) + 13Ft (f)} '" HK + canst, 

and since T2 (f), P2 (f) have L2 k-ernels, we have, for 
K'? /(0' 

Theorem 2.4: For jE5(R) or j=1, there is a constant 
independent of K with ± TK(f), ± P(f) '" const(HK +1). 

C. Commutators with H K 

For convenience, we will adopt the notation 

: ¢~rlj!: (A) = J dydYtdY2: ¢(Y)~(Yt)rlj!(Y2) :A(Y,YbY2) 

throughout this section. Thus T I,K(f) = : ¢~(jJ: (BK(f), 

B.(.f; y, Yb Y2) = A(21T)-3 /2 J dXj(X)'XK(X - y, x - Yb X - Y2)' 

Theorem 2.5: As forms on D(HK) XD(HK), jE 5(R) or 
j=1, 

m 

[iRK' T K(f)1 = P(f') + CK, [iRK' P(f)l =6 Di K' 
i=1 ' 

where IIRKCKRKII '" constK-' and for each i either 
IIRKDi'KR~-611 '" const or IIRt-6Di,KRKII .; const, for some 
6 '. O. 

Pro oj: Elementary computations on D xD give 

[iHK' TK(f) 1 = P(f') +: 1T~Ij!: (Ct,K(f» + : ¢~yo .. /Ij!: (C2,K(f» 

+: ¢~llj!: (C 3,K(f» +: ¢¢/fy0lj!: (C4,K(f» 

+: ~l(jJ: (C 5,.(f), 

[iH., P(f) 1 = (To - JJI2 : ¢2 : + .11: /fib:) (f') - : ¢~Ij!: (CS,K(f» 

+ ¢(C7,K(f)) + ~6m~ : ¢2 : «(fg2),), 

where the kernels involved are 

Ct,K(f; y, Yt':V2) =BK(fg; y, Yt. )'2) - j(y)BK(g;y, Yt, Y2), 

C2,K(f;Y,Yt':V2) = (a~, - a: )BK(fg;Y,YbY2) 
\; ~ 1 ~ 2 

- (f(Yt) 2~' - j(.1'2) a~, + ~j'<'Vl) - ~f'<'V2J 
1 . 2 J 

C3,K(f; y, Yb \'2) = :11(f( )'1) - f(Y2»B K(g; y, Yl, Y2), 

C4,K(f;y,y',YbY2)= J dz[BK(g;Y,Yl,z)BK(fI{;y',Z,Y2) 

- BK(fg; y', Yl, z)BK(g;:v, z, Y2)1, 

c 5, K(f; .1'1, )'2) = I rll? (41T J1.t1 J dy dy' exp[ - ik(y - y') 1 

((1 a iJ 
Cs,K(f;)',)'I,.vz) = V"(\') 2.1' +f<,1'I) aYI +f(Y2) ilY2 +f'<,,,) 

+ ~f'(Yl) + tf'(Y2)) BK(g; y, Yt. Y2), 
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X CS,K(f; y, Yb Y2), 

Cs,K(f;Y,YbY2) =- (f(Yt) a~t +f(Y2) a~2 + U'CV1) +~f'(Y2») 
xBK(g;Y,Yl,Y2), 

and these commutators extend to D(HK) XD(HK) by con­
tinuity. Denoting the term with kernel C 1 K (f; . ) by C / ., 

• 5 ' • ' 
we deflne CK =2:I=t C1,K' In order to study C1,., 1 = 1, ... ,5, 
we obtain estimates for the Fourier transforms 

I Ct,K(f; k ,Pt, P2) I .; constK-6 J1. -t+"+!i(WI + w2t"h(k + PI + P2), 

I C2,Jf; k, Plo P2) I ~. constK-6 (WI + W2)6lz(k + PI + Pz), 

I C3• K(f; k, Pb P2) I .; constK-6 J1. -t+"+8+6Wj"w'28h (k + PI + P2), 

I C4,K(f; k, h', Plo Pz) I "" constK-6(J1. + J1.' + WI + W2tl
+

6 

Xh(k +7(' +Pl +P2), 

I - I -6 36 C5,K(f;Pt,P2) .; constK !l(PI - Pz) h(PI +P2), 

where h( . ) is of rapid decrease, a, 13 '? 0, and a + {3 
.;1 - 6. The fermion components of each Ci,K are given 
by 

: /fr/Ij!: (x, y) = - (2/1T) 1 12 J riPt dP2 exp(- ijJlx - iP2Y) 

X{U i (Pb P2) (b* (P I}b'*(jJ2) ± b'(- Pt)b(- P2) 

+Vi (Pb P2)(b* (PI)b(- P2) ± b'*(P2)b(- PI)}' 

Here r l =1, r 2 =yOyt, r 3,r4,r5=-iyo, the + signs occur 
for i = 1 and 

1I2(Plo Pz) = /'1 (j)j, - P2) = - 1'3( PI, P2) = 11'1 (PI, P2), 

ul (PI, - Pz) = 1I 3(PI, Pz) = 1'2(Plo Pz) = lr'2(Plo Pz)· 

CI, .. C2,K resemble closely the interaction Hamiltonian 
and by a standard expansions IIRKCi,KRKl1 "" constK-', 
i = 1, 2. R enormalizations are not needed in either case. 
For CI,K the minus sign in a* - a, from 1T(Y), ensures 
cancellation of terms between the expansions for b*b'* 
and b'b which would otherwise require vacuum energy 
renormalization while the terms corresponding to mass 
diagrams are not divergent on account of the factor 
J1. "(wI + W2r" in 1 C\K I. For C2,K the relative sign dif­
ference of b*b'* and b'b ensures cancellations of all 
divergences between the corresponding expansions. 

_The terms C3,K' C4, .. and C5,K with fermion parts 
: ct' y 0lj!: resemble the charge density4 and are well- be­
haved because of approximate total momentum conserva­
tion. Thus elementary L2 and LI - L~ bounds and first 
and second order estimates2- 4 yield K-' dominated norms 
in each case. 

In order to discuss [iHK' per) 1 we introduce 

Tf..(f) = T I,K(f) + 2 T c, K(f!.{) , 

jJf) =: /f~': (f) - NAUI{), 

'YK ~ - ~ J rl~w(~tl\K(O' ~/2, - ~/2). 
277 

Then the commutator may be rewritten as 

[iB" P(f) 1 = (TK + :l1jK - III~: (b 2
: )(f') - T~K(/!.{') 

+ ¢(C 7,K(f) + JINJ'g) - : dJ~~): (CS,K(f) - BK(fI{'». 
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We decompose T~.(f) into Tt.+ + T~,. + Tt.-, where 
Tt/= T;,.(f) + Tc,.(fg), Tt.-=(Tt.+)* and +, 0, or­
denotes the component creating 2, 0, or - 2 fermions, 
respectively. 

Lemma 2.6: For O! > t each of R:j.(f)R:, R.TIJ;"R: , 
R! !2Tj,.R!!2, R:TIJ;.-R. is uniformly bounded in ". 

Proof: The estiIIR tes for the diagonal components of 
j. and Tf.. use NT estimates. For the fermion creation 
and annihilation terms we use a standard expansion9 

which exhibits renormalization cancellations explicitly. 

Returning to Theorem 2. 5 and using Theorem 204, we 
see that only the ¢ and ¢¢</J terms remain to be esti­
mated. For the kernel of ¢ we find 

Thus 

and a similar treatment to that for Tf,. gives 

!IRK: ¢¢¢ -: (C9)R,:' 1I + //R~!2: ¢¢¢ ~ (Cs)R; /21/ 

+ IIR: : ¢</J¢ -: (Cs)R.1I ~ const,,-!i 

where Cs(' ) = Cs,.(f;· ) - B.(fg';· ). 

D. The ultraviolet limit 

ill this section we remove the momentum cutoff and 
show that the corresponding densities T(f), P(f) satisfy 
(1. 5). We will need two results for forms A defined on 
C"'(H) x C"'(H) , H = H*?- O. For the proofs of these re­
sults see Ref. 8. We write R(X)=(H+X+I)-1, R=R(O), 
A = [iH,A], and we suppose that as forms: 

For positive n, m, 0 we define 

a(r) = min(r, n/2 + 1- 0), f3(r) =r +n/2 - m - O. 

Theorem 2.7: Suppose Rl/2AR1I2 is boundedo Then 
AR is bounded provided for each i there is a 0; > 0 with 
either RB;Rl-!i; or Rl -6 iB/R bounded. Also AR1+6 is 
bounded, I) > 0, if RBjR is bounded, all i. 

Theorem 2.8: Suppose either Rn/ 2ARn/2 or ARn is 
bounded, A symmetrico Then A defines an operator, 
essentially self-adjoint on any core for ~ provided 
there are Jl;, ° ~ Jlj'; 1, such that R lL iB j R1

-lJ. i are 
bounded. 

As an immediate consequence of Theorems 2.4, 2.5, 
2.7, 2.8, wehaveforf~S(R)orf=l, andO!>I, 

Theorem 2.9: T.(f)R: and P(f)R. are uniformly 
bounded; P(f) is essentially self-adjoint on cores for 
Ho· 

Theorem 2 0 10: R:T.(f)R: and T.(f)R~'" converge in 
norm as /( - 00, O! > 1; P(f)R. converges weakly to P(f)R. 
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Proof: With the notation oA =A'2 - A'
1 

we have 

o (R "'T(f)R "') = oR "'TK2 (f)R:
2 
+R:l I)T(f)R:

2 
+R:l T' 1 (f) oR"'. 

Thus since II oR "'II ~ const"o" "0 = min("t, '(2), 9 and 
T.(f)R: is uniformly bounded, norm convergence of 
R~TK(f)R: follows from the estimate 

/IR. oT(f)R. II ~ const"o', 
1 2 

which is proved by following the proof of resolvent con­
vergence of the Hamiltonians H. in Ref. 9. The esti­
mates are all similar so we do not repeat them here. 

Norm convergence of TK(f)R~'" results from the 
identity 

T.(f)R~'" =R:T.(f)R: - ic(20, 2) J dX X1-"'{R.(X)T.(f)R.(X)2 

+ R. (X)2 T. (f)R. (X)}R: , 

where T. (f) :: P(f ') + C., with, by Theorem 2. 5, 
IIR.C.RKII ~ const""'. 

Weak convergence of P(f)R. to P(f)R is a conse­
quence of the self-adjointness of P(f) and the uniform 
boundedness of P(f)R •. 

We now define the energy density T(f) in the ultra­
violet limit as a form on D(Hot

) XD(HO!.), 0> 1: 

T(f) = (H +1)'" . lim R:T.(f)R,:' • (H +1)"'. (2.6) .. ., 
From Theorems 2.4, 2.5, 2.10 we conclude that 

± T(f) .; const(H + 1), 

T(f):: [iH, T(f)] = P(f/), 

on D(H1+0!.) XD(H1+"'), completing the proof of estimates 
(1. 5) and of Theorem 1. 2. Essential seU-adjointness of 
T(f) fOllows by Theorem 2. 8 and we redefine T(f) to be 
the self-adjoint closure. From the norm convergence of 
T.(f)R~'" we can show that 

T(f) = strong graph limT.(f), 

and as a consequence we obtain strong resolvent 
convergence: 

Theorem 2.11: T.(f) converges to T(f) in the strong 
resolvent sense. 

There remains only the computation of the commuta­
tors of M(f) = T(xf) with time zero fields: 

Theorem 2.12: The Eq. (1. 10) and (1. 11) hold on 
D(H)XD(H). 

Proof: The commu~ators of time- zero fields with 
M.(f) are easily computed on D xD and by continuity on 
D(H:) XD(H:), O! > 2. Strong convergence of M.(f)R: 
and of the other terms in these commutators gives 
(1. 10) and (1. 11) on D(H"') XD(H"'), and by continuity we 
extend to D(H) XD(H). 
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Lattice Green's function for B -site lattice in spinel 
Michiko Inoue 

RCA Research Laboratories, Inc., Tokyo International 100-31, Japan 
(Received 26 July 1974) 

We show that the lattice Green's function at an arbitrary site of a B -site lattice in a spinel with 
nearest neighbor interactions can be expressed it) terms of Green's functions for a face-centered cubic 
lattice. Results of numerical calculations of the B -site lattice Green's functions at the origin and over 
the third neighboring sites are presented. 

A lattice Green's function for B -site lattice in spinel 
is a quantity of particular interest in studying problems 
such as the energy spectrum of impurities, defects in 
a B-site magnetic spinel, or hopping conduction in mag­
netite, etc. In this paper we show that the lattice 
Green's function of a .B -site lattice at an arbitrary site 
with nearest neighbor interactions can be expressed in 
terms of Green's functions for face-centered cubic 
(f 0 Co c. ) lattice which are given as a linear combination 
of products of the complete elliptic integrals of the first 
and second kinds. 1 

At T=ooK, the system is in the ground state where all 
the spins are completely aligned along the external 
field, the following decoupling is valid: 

A spinel structure has an overall cubic symmetry. A 
unit cell accommodates two types of sites for cations, 
namely, the tetrahedral A-site and the octahedral B­
site, The B-sites are composed of four interpenetrating 
f. Co co sublattices in such a way that each site of a sub­
lattice is surrounded by six nearest neighbor sites which 
belong to three other sublattices, as illustrated in Fig. 
10 

We consider the case of a B-site ferromagnet in spi­
nel with nearest neighbor isotropic exchange coupling in 
the presence of the external magnetic field along the z 
axis. The Hamiltonian of the system is given by 

H=-J66 Sj ·Sj +p -In.l.B~5; Ho, (1) 
1 m Pmn m m mn Jm m 

where jm is a lattice vector at the jth site of sublattice 
tn, Pmn is a vector joining the adjacent sites of sublat­
tices m and n, and J> O. 

We shall calculate the lattice Green's function using 
Zubarev's technique of double-time Green's functions, 2 

as defined by 

G(t - t') =" «a(t); b(t'))) = - i6(t - t')(la(t), b(t')J), (2) 

where a and b are physical operators, <> means taking 
a statistical average over a grand canonical ensemble, 
and 

6(t) ={1, t> 0 
0, 1<0. 

In the following we shall restrict our attention to the 
one-spin Green's function at T = 0 oK. The w Fourier 
component of the one -spin Green's function 

(3) 

satisfies the equation of motion, 

«5+j ~ 5~j +P ; 5-
1 

,»w =Z5«5+j ; S-1 ,»w, 
m mmn m m m 

Pmn 

and 

«Sf ~ s+j +P ;5~ '»)w=5,0 «5j +P ;S-I ,»wo 
m mmn m mmn m 

Pmn Pmn 

These reduce Eq. (4) to a closed form 

[ffw - 2ZJS - glJ. BHoJgj 1 ,(W) + 2JS,0 Kj 1 ,(W) 
m m m+Pmn m 

S p= 

--6 
- II lm 1m" 

where Z is the number of the nearest neighbors and 5 
is the magnitude of spin. 

(5) 

(6) 

Introducing the spatial Fourier transform of Kjm1m'(V)), 

Z 
I 
I ____________ .".-;,.':j 

; I 
I 
I 
I 
I 
I 
I 
I 
I 

I I 
----~ - y 

(J
/;: 

.. ///,...-~~__ ..- I 

;" I 
; I 

I I 
I I I 
I I I 

I I I I I I 
I I I I I : I 
I I I I I I I 
;~~----~----/~-~-----~----~ 

I ""."'" I I"".'" I I ""/ 
I ",'" I I ""/ I I ",/ 

~-------~----~-------~----~' I.,,"" I .".""... I "","'". 
I ""./ I ,"'" I ","'" 
k~ ___________ ~ ___________ ~, 

o A cations 

~ B cations 
o X anions 

FIG. 1. Spinel crystal structure. 
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we rewrite Eq, (6) 

l/iw - 2ZJS - giJ. BHO}gmm' (k,k', u') 

+ 2JS;G y "",(k)gnm' (k,k', w) == ~5mm' 1\k" 
n.tm 1T 

with 

Y mn (k) = 2 cask· Pmn • 

In matrix notation Eq, (8) can be written as 

D(k, w)g(k,k', w)=~I6U', 

where 
D(k, (el) 

(7) 

(S) 

(9) 

(10) 

a .8 cask, P12 (3 cask 'P13 (:3 cask· Pl4 

i3 cask· PZl a (:3 cask, P23 (3 cask, P24 

,8 cask' P31 (3 cask· P32 a (3 cask 'P34 

B cask· P41 (:3 cask· P42 

with 

a =ffw - 2ZJS - giJ.BHo, 

!3=4JS, 

(:3 cask· P43 a 

(11) 

(11') 

and g(k, k', w) is a 4 x 4 matrix having elements 
gmm,(k,k',w) for m,m'=1,2,3,4, and I is a unit matrix. 
From (10) we get the Green's function matrix 

g(k,k, w) =:?D-l(k, w)5 k t', rr ' 

and with (8), the Green's function 

If; 1m' (U.') = \~ .0[D-l(k, w)lmm,exp[ik(jm -lm)J. 
m 1 'iT k 

(12) 

The inverse of the matrix D(k, w) can be written as 

lD(k, wt l 1m" == d"",(k, w)/ I D(k, w) I, (13) 

where dmn(k, w) is a cofactor of Dm.n(k, w). For spinel 
structures it is necessary ta determine two of the co­
factors independently since those remainings can be ab­
tained from the two cofactors by proper symmetry oper­
ations as shown by the following relations: 

dmn(k, w) = dnm(k, w), 

till (1?x, l"y, kz, w) = d22 (kx' ky, - kz, w) = d33 ( - kx' ky, k" w) 

=:: dH(k<, - ky, hz, w), 

d12(k" ky, hz, w) = dI3 (k" hy, Ilx' w) = tiI4 (k" ke' ky, w) 

CO~ d23 (kx ' - k" - ky, w) = d24 ( - k .. ky, - kx' w) 

= d3.j ( - ky, -llx' kz, wL (14) 

The determinant 1D{k, w)1 and the two cofactors d11 (k, w) 
and d1z(k, w) are calculated to be 

I I 0 I ch ck ck ck 
D(k, w) ==(a -13)" \E -cos-tcos-t-cos-tcos-t 

(15a) 
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~l(k, w) = (a _ $>[0'2 + as _ ~2 (1 + cosC(kx
2
- ky ) 

+ cos c{ky - k z) + cos c{kz - kJ)] 
2 2' 

and 

~2(k, w) == - s(a - (3) (a cos~ (kx + k) 

-ScoS£(k -k )cos Ckz ) , 4 x y 2' 

with 

E==«a +tW/s 2 }-1 

(15b) 

(15c) 

(15d) 

and c, the lattice constant of the spinel structure. The 
two cofactors du(k,w) and d12(k,W) give rise to two dis­
tinct lattice Green's functions, namely, intrasublattice 
and intersublattice functions. Here we note that a site 
on a B-sublattice in spinel is carried to any other site 
of the same or different sublattice by a proper combina­
tion of a translation of 1£ + my + nz and that of Pt2 = tCy 
+ ji), where 1 + m + n is zero or an even integer, and x, 
y, and z are the primitive translation vectors for a 
Lc.c. lattice with lattice constant c. Then, after some 
calculations with (12), (13), and (14), we obtain the gen­
eral formula 

1 1 
g(l, m, n)=SrrJN (E -t:.. -4) {[(E -t:.. - 3)(E -t:.. -2) 

-1lD(1, m, n) - t[D(l + 1, m -1, n) +D(l-l,m + 1, n) 

+ D( 1, m + 1 , n - 1) + D(l, m - 1, n + 1) + D( 1 - 1, rn, n + 1) 

+ D(l + 1, m, n -I)l}, (16a) 

for the intrasublattice Green's function, and 

g(l + t, rn + t, n) = - 4rr~N (E _~ -4) [2(E - A - 3)D(1, rn, n) 

+ (2 E - 2t:.. -7)D(l +1, rn + 1, n) - 2D(l + 1, rn, n -1) 

-D(l,rn-l,n-l)l, (16b) 

for the intersublattice Green's function of the B-site 
lattice, Here D(l, m, n) is defined by 

1 [' £'[' D(l, m, n) =3' dx dy dz 
'Ii 0 a 0 

x coslx cosmy cosnz 
E - cosx cosy - cosy cosz - cosz cosx' 

and E, E, and t:.. are dimensionless units given by 

E=(E-t:..-3)(E-A-l), 

E=fiw/13, 

A =giJ.BHo!S, 

(17) 

(18) 

For the range of values E > 4 + t:.. and E < t:.., D(l, rn, n) and, 
hence, g's are real, while for 4 + t:.. > (> A, they are 
complex numbers and E should be replaced by ( - is 
where s is a positive infinitesimal number, Then, by 
use of the relation 
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! 

FIG. 2. The values of qj. in the complex plane. 

the denominator of the integrand in (17) becomes 

1 
E - is' - cosx cosy - cosy cosz - cosz cosx' 

where s' > 0 for E - 2 - Ll. > 0 and s' < 0 for E - 2 - Ll. < 00 
This enables us to express D(l, m, n) in terms of the 
Lcoc. lattice Green's function G(l,m,n) and its com­
plex conjugate G(l, m, n) as follows; 

D(l,m,n)=G(I,m,n) for E-2 -Ll.>0 

=G(l,m,n) forE-2-Ll.<0. 

We shall explicitly evaluate the B-site lattice 

(19) 

Green's functions at the origin and over the three neigh­
boring sites. From (16) and (17) we have 

go '= g(O, 0, 0)=87T~N (E _is
l
_4 _ Ll. + (E -3 -Ll.)D(O, 0, 0)), 

_ 1 1 1 ( E-5-Ll. 
gl =g{]',2,0)=247TJN E -is -4 -Ll. -(E -3 -Ll.) 

x (E - 2 - Ll.)D(O, 0, 0)) , 

g2 '= g(1, ~, ~) = 16:JN (a(E -1 - Ll.)(E - 3 - Ll.)2(E - 5 - Ll.) 

+l]D(O, 0,0) + t[2D(2, 0, 0) - D(2, 2, 0)] 

_ (E - 3 - Ll.)(E - 5 - Ll.)) . 1 , 
3 E -lS - 4 - Ll. 

and 

g3 '" g(1, 1,0) = 87T~N [( t(E -1 - Ll.)(E - 2 - Ll.)(E - 3 - Ll.) 

+ ! ) D(O 0 0) _ . 1 
4(E -lS -4 -Ll.) " 4(E -lS -4 __ Ll.) 

x l2D(2, 0, 0) - D(2, 2, 0)] _ E - ; - Ll. J . (20) 
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We note that for evaluating the above four g's for - 00 < 
E< "", we need to calculate the three Lc.c. lattice 
Green's functions G(O, 0, 0), G(2, 0,0), and G(2, 2, 0) for 
the range of -1"", E < 00. For the case of E> 3, these 
f. co c. Green's function can be evaluated from Eqs. 
(30 18a), (3. 18b), (3.11), and (3016) in Ref. 1 as a func­
tion of the complete elliptic integrals of the first and 
second kinds, K(kJ and E(kJ with the real moduli k •• 
For practical calculations of G's inside the energy band, 
3> E > -1, it is convenient to use the expressions of 
K(kJ and E(k.) transformed for E < -1 (See ReL 1), 
leading to 

4 1 
G(O, 0, 0) = 2(1 E) - K(q.)K(qJ, 

7T + a.a. 

4 
G(2, 0,0) = 2(1 + E)3(1 _ 2)(1 _ 2) lK(qJK(qJ 

1T a. a_ a.a_ 

+ E(qJE(qJ - K(qJE(qJ - K(qJE(q.)], 

and 

G(2, 2, 0)= (-tE2 +~E + 1)G(0, 0,0) + 2G(2, 0, 0) -{(1 +E) 

+ 8(17T~ E) (a.~. K(qJK(qJ + 2a.a_E(qJE(qJ 

_ a_ K(qJE(q.) _l!..± K(q.)E(q) , (21) 
a. a. ) 

where 

1 ( (1- E)(-1 _ E)1/2(3 _ E)1/2 
a'=21/2 1 + (_1_E)2 

4( _ E)1/2( _ 1 _ E)l (2) 1 /2 

'f (-1 _ E)2 , 

and 

q. = 2[ (- E)1/2 'f (_ 1 - E)1/2]/l1 - E + (3 - E)1/2( - 1 _ E)1/2]. 

(21') 

In (21') the square root should be defined by 

(x _E)1/2=(X _E)1/2 for x -E? 0 

=i(E_x)1/2 forx-E<O. 

Now we shall apply the procedure of analytical continu­
ation3 to K(q,,) and E(qJ, both of which are multivalued 
functions of complex variables q. with branch lines join­
ing + 1 and + 00, and - 1 and - co along the real axis. 
Let's specify K(qJ and E(q.), the principal Riemann 
branches on the first sheet, and use superscript II to 
refer to branches on the next sheet connected from re­
gion Re q. > 0, 1m q. < 0 on the first sheet to region 
Re q. > 0, 1m q. > 0 across the branch cut between + 1 
and + 00 0 The branches II of J(-II)(qJ and E<II)(q.) can be 
expressed in terms of the principal branches, 

and 

(22) 

For the special case of O? E? -1, it is possible to 
transform K(qJ and E(q.) with complex moduli q. into 
functions with real moduli as shown below. We first 
perform the transformation of K(q.) and E(q.) in the an­
alytic region, E < -1, according to 
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1.0 

0.5 E=3 

E=-ex> 0 0.5 E=I 1.5 
E= ex> 

-0.5 

-1.0 

FIG. 3. The values of %_ in the complex plane. 

and 

E(q.)::=: t[(l + q.)E(q1 ) + (1- q.)K(q1 )], • • 
(23) 

where 

q '" 2.f(j. ::=: 2[2 + (_ E)l /2(1 _ E) 'f (1 + E)(3 _ E)l /2]-1 /2. 
1. 1 + q. 

(23') 

The values of q1. for - 00 < E < 00 are sketched in Figs. 2 

1.5 

1.0 

0.5 

-0.5 

-1.0 

o 1.0 2.0 

E 

3.0 4.0 5.0 6.0 

FIG. 4. The real parts of Green's function for B-site lattice in 
spinel. Equations (20), go, gj, g2 and g3 are multiplied by 
87rJN. 
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1.5 

1.0 

0.5 

1.0 2.0 3.0 4.0 
E 

FIG. 5. The imaginary parts of Green's function for B-site 
lattice in spinel. Equations (20) are multiplied by 87rJN. 

and 3. When the value of modulus is greater than unity 
we can use the transformation 

and 

E(q1)::=: q1 ~G) 'f iEC) - (qii 1) K(:J ± i ~ K'CJl 
(24) 

where the upper Sign refers to the case 1m (1/ q1Y > 0 
and the lower signs to 1m (1/ q1Y < 0, Equations (22), 
(23), and (24) lead to the following expressions for K(q.) 
and E(q.) in terms of K(l/ q1.) and E(l/ q1) with real 
moduli 1/ q1.: 

q1 [( 1) . (1)~ E(q)::=:-.:!:.t-- E - +tE'-
+ 1 + i I q1+' I q1+ q1+ 

and 

Michiko Inoue 114 



                                                                                                                                    

with 

(25) 

For 3 > E > 0 and applying analytical continuation 
using (22), K(q.) and E(q.) are directly computed by ex­
tending the method of arithmetic-geometric mean from 
real to complex variables. 

The results of numerical calculations of the four 
Green's functions of B -site lattice Eq. (20) for A = 0 
are plotted in Figs. 4 and 5 where the Green's functions 
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are multiplied by a factor 8rrJN. The imaginary part of 
g{0, 0, 0) corresponds to the density of states which con­
sist of one acoustic branch for 0 < € < 2 and three optical 
branches for 2 < E <;; 4. Two of the optical branches have 
a 6 -function -type spectrum at E = 4 for the present 
system. 

1M. Inoue, J. Math. Phys. 15, 704 (1974). 
2n.N. Zubarev, Sov. Phys. Usp. 3, 320 (1960). 
3T. Morita and T. Horiguchi, J. Math. Phys. 12, 986 (1970). 
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Fields and radiation due to a charge incident on a 
conducting plane 

Neal J. Maresca and Richard L. Liboff 

Department oj Physics, School oj Electrical Engineering and School oj Applied and Engineering Physics, Cornell 
University, Ithaca, New York 14850 
(Received 11 May 1973) 

The exact fields of a uniformly moving charged particle which passes through a point hole at t = 0 
in a grounded, infinitely conducting plane are obtained. Calculation of the fields for all time 
(- 00 S t S + 00) reveals a singular spherical pulse emanating from the origin at t = 0 which 
destroys fields within its sphere in the left half-space, and generates them within its sphere in the 
right half-space. Further calculation exposes a reversible exchange of reactive field energy between 
the left and right half-spaces, togethc:r with a dissipative radiation loss. A review of techniques which 
employ the integral JE· jd V to obtain radiation energy is given. For the problem at hand 
(- 00 S t S + (0) it is found that this integral represents radiation alone while in the restricted 
problem (- 00 S t sO), the integral contributes both reactive and radiative (resistive) energy with 
reactive gain exceeding radiative loss by the factor {3'. 

I. INTRODUCTION AND SUMMARY OF RESULTS 

When a uniformly moving charged particle makes a 
transition between two media of different optical proper­
ties, it radiates. This transition radiation was first in­
vestigated by Frank and Ginzburg,l and subsequently by 
Garibyan,2 and others. It has been pOinted out by Ott 
and Shmoys,3 however, that most of the analysis is 
directed towards the evaluation of radiation profiles, 
intensity and polarization, whereas little attention is 
given to the explicit nature of the fields. In this paper, 
the exact relativistic fieldS of a uniformly moving 
charged particle normally incident on an infinitely con­
ducting plane are obtained. 

The analysis consists of a straightforward solution 
of Maxwell's equations. The magnetic field is first re­
solved into time derivatives of its Cartesian compo­
nents, which are then expressed as Fourier integrals. 
Evaluation of the Fourier coefficients reduces the prob­
lem to one of integration, and subsequent deformations 
of the integration contour in the w plane yield the solu­
tion in all regions of space and time. 

The fields are found to be Simple in form, although 
highly singular at the reflected and transmitted wave­
fronts. Before impact, and in various regions after im­
pact, the solution conforms to that of an image picture 
from which the causal nature of the fieldS is clearly 
evident. Inspection of either the starting equations or 
the final solution reveals an interesting "symmetry" 
to the problem, namely, the field (either electric or 
magnetic) on any z plane added to the field on the mirror 
- z plane equals the sum of the actual and image fields 
on the original z plane. 

Knowledge of the explicit fields allows calculation of 
both the spectral and angular distributions of radiation. 
The resulting expressions are in agreement with those 
originally obtained by Frank and Ginzburg.! The total 
transition radiation energy, however, is found to diverge. 
This is a consequence of the apparent infinite accelera­
tions accompanying the instantaneous annihilation of the 
actual- image charge pair at the origin (z, t) == 0, as seen 
by an observer in the left half- space. In like manner an 
observer in the right half- space detects a singular pulse 
owing to the instantaneous creation of a charge pair at 
(z, t) = O. In an attempt to remove these singularities, 
we cast the total radiated energy into a form amenable 
to approximation by computing the total work done by 
the particle. This provides an expression for the distri­
bution of radiation with respect to transverse wave-
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number. Following Liboff,4 an approximate cutoff is 
introduced into the divergent integral by placing a hole 
in the plane, and the resulting expreSSion for the finite 
radiation energy is found to agree with that of Dnestro­
vskii and Kostomorov5 in the ultrarelativistic limit. 

The expressions for the spectral and wavenumber dis­
tributions of radiation are confirmed by a calculation of 
the irreversible work done by the particle while in the 
left half-space. Such a method6 relies on a decomposi­
tion of the electric field into advanced and retarded 
parts, and an identification of the "resistive" (radiative) 
and "reactive" (inertial) contributions to the work. 

An interesting effect is seen in the restricted (- Cf.) :S 

t:s 0) problem. Namely, it is found that energy gained 
by the particle from stored field energy exceeds energy 
lost to radiation by the factor (32. 

As formulated, the problem considers the charge as 
approaching, striking and paSSing through the plane. It 
can be shown, however, that the solution includes the 
following as special cases: a charge approaching and 
stopping at an infinitely conducting plane; a charge 
starting from and leaving such a plane; and the Brems­
strahlung problems of pair annihilation and pair crea­
tion. The only restriction is that in all cases the 
charges move with constant velocity. 

II. ANALYSIS 

A. The problem 

Let a point charge + e move with constant velocity v 
from (z, t) = - Cf.) to (z, t) = + Cf.) striking an infinitely 
conducting plane at (z, t) = O. The problem is illustrated 
in Fig. 1. 

v ____ ~+------+------------~z 

FIG.!. Experimental configuration, I " O. 

Copyright © 1975 American Institute of Physics 116 



                                                                                                                                    

The fields are given by Maxwell's equations 7 

VXE(r t) = _ aH(r, t) 
, J.L at ' 

VXH(r, t) = E: aE r, t + j(r, t), 
at 

where j = kev6(z - vt)o(x) 6(y). We take the values of 
the parameters J.L and E: to be those of free space in 
order not to complicate the analysis with the presence 
of Cerenkov radiation. The consideration of more 
general expressions for these parameters is reserved 
for a future analySiS. 

Inasmuch as the current is confined to the z direction, 
the magnetic field will be totally azimuthal and may be 
resolved into its x and y components as follows: 

H(r,t) =~ (F(r,t)i + G(r,t)j). 
at 

Written in this form, the functions F and G are found to 
satisfy the equations 

~(- \7 2 + ~~) F(r,t) == + e6(X)6(t-~)!L.. 6(y) 
at c 2 at2 v dy '(Ia) 

~(- \72 + ~ ~) G(r, t) == - e6(y) 6 (t - ~)~ o(x) 
at c 2 at2 v dx ' (Ib) 

where c is the velocity of light in vacuum. We concen­
trate on obtaining F(r, t). 

Introducing a triple Fourier integral in the form 
1 +00 

F(r,t)==--J ei(Dx+<rwt>F('T}tz w)dndtdw (2) (21T) 3 - '-0 S, ./ S , 

reduces Eq. (1a) to an or_dinary differential equation for 
the Fourier coefficient F, 

(~ + a 2\ F('T}~z, w) =:: e~ exp(i ~ w), 
dz 2 ) W \ v 

where a 2 = (W 2/c 2) - ('T}2 + ~2). 
The solution is easily found to be 

F('T}~z, w) = e~ exp[ i(z/v)w] + A(1]~w) eia 1 z I. 
W a 2 - (w 2 /v2 ) 

The solution is the sum of the particular and homo­
geneous solutions, represented by the first and second 
terms, respectively. The unknown homogeneous coeffi­
cient A is determined by requiring the tangential elec­
tric field to vanish at z = 0, ap)2ropriate to an infinitely 
c2nducting plane. In terms of F, this condition becomes 
dF/dz = 0 at z = 0 which yields 

A(1]~w) = sgn(z) e~ 1 
v a[a 2 - (W 2 /v 2 )] 

w" 

+iyVK 

c 
Wi 

-CK +CK 

-iyVK 

FIG. 2. The w plane and integration contour C. 
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The Fourier coefficient F is now determined, and may be 
substituted into the Fourier integral given by (2) to 
obtain 

Hx(r, t) 
= _1_ ~ roo e~ exp(i(z/v)w] ei(~x+<y-wt) d1]d~dw 

(217)3 at -00 w a 2 - (W 2/v2 ) 

_ sqn(z) ~ J+oo e~ eia1z 1 

(217)3 at -00 v a[a 2 - (w 2/v 2 )] 

x ei(ijx+!;y-wt) d1]d~dw. (3) 

The first term of this expression is easily evaluated 
(AppendiX 1) and found to be the x component of the mag­
netic field of a charge e moving with constant velocity v 
in free space. This field is denoted by H~(r, t), and given 
by 

H~(r,t) = (~17e) yv sin</.> fo'" J 1(Kp) Ke-YKlz-vtl dK 

= (- e) yv sin</.> p 
411 [p2 + y2(z - vt)2J3/2 ' 

where we have introduced the polar coordinates x =p cps</> 

This "actual" field, so denoted since it is associ:t'(e"l,n ",. 
with the moving charge, is to be distinguished from the 
"image" field associated with the moving image at 
z = - vt, and given by H!(p, z, t) = H~(p,- z, t). We 
also introduce the "previous" fields 

z < 0 

z>O 

which, as will be shown below, are the fields seen by an 
observer at (r, t) previous to t = r / c, where r is the dis­
tance from the point of impact. 

Equation (3) may now be written as 

H (r t) == Ha(r t) _ sgn(z) ~ J+oo ~ ei(nx+<y+alzl-wt) 
x' x' (211)3 at -'<l v a[a2 - (w2/v2)] 

x d'T}d~dw. (4) 

We denote by a' the real part of a, and by a" the imagi­
nary part. In order to prevent the magnetic field from 
diverging as I z I ---7 rx:J, we require a" > 0 everywhere on 
the integration path. Also, to insure left-moving waves 
for z < 0 and right- moving waves for z > 0 (the radiation 
condition) we further require Ci' < 0 for w < 0, and 
Ci' > 0 for w > 0. These conditions on Ci' and a" specify 
the integration path in the w plane. Introducing the co­
ordinates and integration variables 

x = p cos</.>, 'T} = K cos</.>', 

y = p sin</.>, 

(4) becomes 

~ = K sin</.> , , 

Hx (r, t) = H~ - sgn(z) ~ (- vy2) sin</.> ~ 1000 
J 1 (Kp)K2 

(211)2 at 

f 
ei(alzl-wt) 

x dwdK 
c a[w 2 + (YVK)2] 

(5) 

where Ci = [(w 2/c 2 ) - K)1/2. 

Fig. 2 shows the placement of the poles, the branch cut, 
and the integration contour C in the w plane. 

B. Contour deformations 

The solution to the problem now lies in the evaluation 
of the integral expression contained in (5). In this sec­
tion we eliminate the w integration by deforming the 
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contour into the upper and lower planes. We note that 
as w -0 co, 

ei(alz l-wt>-0 eiw[(lzl/c)-tJ. 

Thus the convergence of the w integration depends on 
Iz 1 ~ ct. 

For 1 z 1 > ct, the integration converges at infinity in 
the upper half plane and we may lift the contour to 
w" = + co, as shown in Fig. 3. The only contribution is 
that due to the pole at w == + iyVK, and is found to be 

H (r, t) == W - sgn(z) (- e) yv sin¢ Joo Jl(Kp)Ke-YK(lzl-vtJdK 
x x 411 0 

Z < 0 
{

+ Hi 
== Ha + x' 

x _ H~, z > 0' 

==HP(r,t),lzl>vt. 

Although the K integration converges for' z ,> vt, this 
does not contradict the initial 1 z 1 > ct requirement, but 
replaces it. It must be kept in mind that (5) contains a 
double integration and therefore any restrictions for 
convergence on the w integration will be altered, in the 
final result, by the presence of the K integration. In this 
case we find that whereas the w integration converges 
for 1 z I> ct, the entire double integration is valid for 
Iz I> vt. 

For' z 1 < ct, the w integral converges in the lower 
half place. Before deforming the contour, however, we 
first apply the Fourier convolution theorem to obtain 

J
+oo ej(alzl-wt) J+oo 

----"----- dw == f(u)g(t - u)du, 
-00 a[w2 + (YVK)2] -00 

where 

f(u) == _1 roo 
ili -c<J 

e i (ex 1 z I-wu J 
----- dw, 

a 
e-iwu. 

-----dw. 1 J-oo+ 00 g(u) == r;;;-
. ,,211 w 2 + (YVK)2 

This is convenient since f(u) now contains no poles, and 
g(u) no branches. The integral g(t - u) is easily found 
to be 

g(t - u) == _1_.;;;2 e-YVK 1 I-u I. 
YVK 

For f(u), the contour may be deformed into the lower 
plane provided U > 1 z 1 / c. This encircles the branch 
cut, as shown in Fig. 4, and the entire integral is found 
to be a representation of a zero-order Bessel function, 8 

u> Izl/c. 

Collecting results for 1 z 1 < ct and substitution into (5), 
after the change of variable u' == u/c, yields 

Hx(r, t) == H~ - sgn(z) (- e) y sin¢ ~ Joo J 1 (Kp) K 
411 at 0 

x (JCI J (K"/u'2- Iz12) e-yvdt-(u'!cJ] du' 
1 z 1 0 

+ Joo J (K"/u'2 -Iz 12)e+ Y1JK [t-(u'!c)]du')dK 
c I 0 

= H~ - sgn(z) (- e) y sin¢ ~ J
o
'" Jl(Kp)K(Ilc~ + Ic"':)dK, 

41T at (6) 

where this last equation defines the integrals I r; 1 and 
Ic~' 

C. Evaluation of 'f;1 and I~t 
To evaluate the integrals occurring in the integrand 

of (6), we will expand the integrands, perform the indi-
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w" 

+iyVK 

----------~ .. ~~~~~ .. ~.-------------~W' 
-CK +CK 

-iyVK 

FIG. 3. Deformation of the integration contour into the upper half 
plane for I z I> ct. 

cated integrations, then resum. For this purpose we 
make use of the addition theorem for Bessel functions 9 

where w == (Z2 + z2 - 2Zz COS¢)1/2. 

Thus, , 
co 

J O(K.JU'2- Iz12) == 2 6 (-1)nJ2n (iK Izl)J2n (Ku'), 
n::;.Q 

where the prime on the summation weights the n = 0 
term with a factor ~. By further introducing the repre­
sentation 

J (z) = ~ J+" ei(z COS9+n 9Jde, 
n 21T-" 

we find 
",' 

let == e-yvKt 2 6 
1 z 1 21T 

J 2n (iK Izl) f+" dee 2in9 Jct 
-IT Izl 

X e U'UK cos&+y 6 K) du', 

l':t 
00' 

2 6 J (iK Izl) F" dee 2i ,,9 Joo 
n=O 2n -IT cl 

X eu'(iK cose-y6K! du'. 

The u' integrations are elementary, producing factors 
e i 1 z IKe os e and e Ic IK cose which we expand in the form 

+00 00' 

eizcose = 6 i m J m (z)e,m&=26 imJm(z)cosme. 
m=-ou m=O 

w" 

FIG. 4. Deformation of the integration contour of /(11) into the lower 
half plane for u> I z I Ie. The integrand of /(u) contains no poles. 
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The remaining B integrations are performed by first 
writing 

cosA cos B = ~ [cos(A + B) + costA - B)] 

and notinglO that 

de =0 --"---J" cosnB 71 (h - a2 - 1)n 
o 1 + a cose ~ a ' 

a2 < 1, n> - 1. 

This last step removes all integrations and yields 

2 00' (2n-l' 
6 (- l)n 6 (- 1)m[y(1- J3)]2n-m 

yK n-O m=O 

+ mRn [y(1 - i3)]m-2n + Eo [y(1 - f3)]m+2n) 

x [Jm(Kct) - eydl z I B-vt)Jm(Klzl)]J2n (iKl z l), 

co' ( 2n-l' 

I';'t = :K Eo (- l)n Eo (y(l - f3))2n-m 

+ m~n (- 1)m [y{1 - J3)]m-2n + Eo (- 1)m [y{1 - M]m+2n) 

x J m(Kct)J2n (iKlzl). 

Comparison of these two expressions indicates that ex­
cept for the second term in the brackets occurring in 
IF;p the sum IF;, + I':'t will contain only even terms in 
m due to the placement of the (- 1) m factors. Thus with 
~ := y2(1 - 13)2 the sum becomes 

where 61 consists of the first three terms, and 62 of 
the second three. It is not difficult to evaluate .61 
(Appendix 2) and we find its contribution to the field is 
given by 

Hx(due to 61) =:c x' { 
+ Hi Z < ° 
-H~, z>O' 

I z 1< vt. 

We recall from Sec. B above that these same fields were 
found for I z I> vi. We see, then, that they exist every­
where in space. 

To simplify 62' we rewrite it as follows: 
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The I summation in this last expression can be com­
puted exactly with the help of a modified form of the 
Bessel function addition theorem, 9 and we obtain 

00' 

.6 =..!.. .6 ~q(Aa + x-q)J (K..JT2 - Iz12) 
2 yK a=O 2q , 

where X = (T + Izl)/(T-Iz I), T == ct, ~ =y2(1- /3)2, 
and the sum converges for I z I < T. 

Collecting all results, including those of Section B 
above, we find that the magnetic field in all regions of 
space and time is given by 

H,,{r, t) = Hf - sgn(z) (- e)c sin4> ~ 
, 271 aT 

00 

x.6 ~ex (Xq + A -ex) Joo J 1 (Kp) J2q (dT2 - I z \2) dK 
q=O 0 

== H~ - sgn(z) (- e)c sin4> A. (7) 
271 

D. Reduction of A. 

In this section we calculate the contribution to the 
field due to A as defined in (7), 

00' 

A==~ .6 ~a(Aa_A-a)Joo J 1 (Kp)J 2q (K..JT 2 -\zI2)dK. 
aT q=O 0 

The integral occurring in this expression is known and 
given by9, 1 0 

JOO Jl(Kp)J2a+2(K..JT2- Iz12)dK o 
P p(l,O) (1 _ 2p2 ) 

T2 - I z 12 a T2 - I z \2 ' 
(- 1) a 

2p 

0, 

r < ct, 

r = ct, 

r > ct, 

where p~l,O)(x) are the Jacobi polynomialslO generated 
as follows: 

2 00 

----'=---- ==.6 zap:;'.O)(x), 
R'(1 - z + R') a=O 

R' == ..J1 - 2xz + Z2, 

Izi < 1. 

The conditions r ~ T have been written in place of the 

conditions P ~ ";72 - I Z 1 2 , and the solution separates 
into three cases. 

1. Case 1: r> ct 
Here we see that A = 0, and consequently by (7) 

Hx(r, t) == Hf(r, t), 
so that for this, the simplest of the three cases, fields 
reduce to the previous fields, Hf. 
2. Case 2: r < ct 
In this case we must evaluate 

A=~[ p i; (z,)a+l P (1,O>(l- 2p2 \1 
arLT2-lzl2 a=O a T2-lzJ2)J 

+ same with z' -) z" 
where z' = ~A = y2(1 - J3)2(T + I z I iT - I z \) and z" = ~X-l. 
The sums are evaluated with the help of the generating 
formula, and after some algebra we find 

H (r t) == HP + :TO x' 
{ 

- Ha - Hi 

x' X + H~ + H~, 

= {O, z < 0, 
H~ + H~, z > 0. 

z< 0, 

z >0, 
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The results for the cases r ~ ct are depicted in Fig. 5. 
For t < 0, the image picture dominates as a z < ° obser­
ver sees the fields H x = H~ + H~, whereas a z > ° obser­
ver, being shielded from the left by an infinitely conduct­
ing plane, sees no fields. For t > 0, a hemispherical 
pulse propagating at the speed of light destroys all 
fields behind it for z < 0, and only after a time t = r / c 
is a z < ° observer aware that the image picture is no 
longer valid. Similarly, a z> ° observer must await the 
information that a charge has passed into his space, 
after which he finds the image picture in force. It is 
interesting to consider the charge as having effected a 
hole in the plane through which the fields in the left 
space leak symmetrically into the right space. 

3. Case 3: r == ct 
In this case the following relations will prove usefu18 : 

(i) J _ (x) = ~ J (x) + J' (x) 
0: 1 X a a' 

(ii) io<>0 J1 (Kp)J1 (1<-./72 - / z /2) KdK = 1. o( P - Jr2-/ z /2), 
P 

1 C( 

(iii) ioCO,] 1 (Kp),] 2 a. +1 (KJr2 - / z /2) KdK = p ti (- 1) l+a 

X 41 foo ,]1(Kp) J21(d,2-lzI2)dK 
o 

+ (- 1)" o(p _ Jr2 _ IzI2). 
P 

Relation (iii) is obtained by repeated application of the 
recurrence relations for Bessel functions. 

We now carry out the time derivative operation in A 
and employ (i) above to obtain 

00' 

1'1= 21z 1 :0 a~a(A-a - AU) foo J
1
(Kp)J2a (d-)dK 

T2 - 1 Z 12 u cO 0 

+ Eo ~O'(A-a +, Aal ioco J 1 (Kp)J 2a -1 (d-) 7- dK 

2r 00 co 
:0 a~a(A-" + AU) fo ,]l(Kp),]2a(d-ldK 

T2 - 1 Z 12 "CO 

c= Al + 1'1 2 + 1\3' (8) 

In 1\2' we separate the a = 0,1 terms explicitly and make 
use of relations (ii) and (iii) to obtain 

p2 I 
1\2 = a (p - y T2 - 1 Z 12) 

T 

X (- 1 + ~(A + A-I) + a~ (- Oa'I(A«+1 + A-Cd») 

co Q 

+ :0 ~a+l(A,d + A-cd) :0 (- 1)1+" 
(tel leI 

X 41 IoGO J 1 (Kp) J 21 (KJ-) dK 

1 pSin
2

e o(p-Jr2--lzI2) 
2 1 "-- (32 COS 2 0 

00 a 

+ 4 :0 ~a+2(A"+1 + A-cd) :0 (- l)l+a(l + 1) 
,-"co leO 

X foOO J 1 (KP),J 21'2k ,r)dK, 

where we have summed all terms involving the a-function, 
made the substitutions 1 z 1 = r COSe, p = r sinO, r = r, 
and slightly rearranged the summation on the remaining 
integral expression. We note that 

FIG, 5, The solution for I> 0, Shaded regions represent H=Ha f R', 
Unshaded regions have zero field, 

a(p - -./r2 - Iz12) = o(r sinO - -./r2 - r2 cos2e) 

-;--;----r;~o (==r;==-~r=,=) :::::;:;:=:;-- = sinea(r - T) 
1,/- -./r2 - y2 cos2 el

Fy 

Returning these results to (8) and eliminating the vanish­
ing a = ° terms in Al and 1'1 2 , yields 

1\ = _ ! (3 sine o(r - ct) 
2 1 - {32 cos 2 e r 

+ 21z1 ~ (a+l)t;c<+I(>..-a-I_>..{X+I)f""J
1
(Kp)J2a+2(Kp)dK 

T2 - I Z 12 a- 0 0 
a 

From above, each integral is known and we find, aside 
from the o-function, 

1'1= 1 ((IZI- r) ~ (- UA)",+1 (a + 1) 
p(T2 - Iz 12) aeO 

00 

-(lzl+T) 6 (_t;>..)a(a+l)+T 6 (-l)a 
«co «co 

X [(~A)a+2 + (~/>..)a+21(a + l)(a + 2))-
These sums are easily evaluated, and writing 1 z 1 = r cose, 
p ;== y sine, r = T yields, for the magnetic field at r = ct, 

H (r, t) = HP _ sgn(z) sinct>[-l. (- e) !!.. Sine ( -.C
1=--_ 

x x 2 47T (yr) 2 (1 + (3 cose)3 
1 ) (- e) sinO o(r - Cl)] 

+ (1 - f3 cosO)3 - ~ v 1 -- 132 cos2 e --r-

= HP - sgn(z) - - (Ha + Hi) + - sin¢ 
( 

1 ev 
x 2 x x 21T 

sinO a (r - Cl») 
X • 

1 - (32 cos 20 r 

The calculation for Hy is similar to that for Hx and the 
total field is found to be given by 

H(r, t) = ¢H(r, t), 
where 

\Ha + H', z < 0, 
r> ct, H(r I) = ' , 1o, z >.0, 

\ l (Ha + Hi) _ ev sinO 6(r - cl) z < 0, 
2 21T 1 - {32 cos2 0 r 

r = ct. (9) 

1°, z< 0, 

(Ha + Hi, > 0, 
Y < ct, 

z 
t! (Ha + Hi) + ev sinO a(r - ct) z> 0, 
.2 21T 1 - i-J2 cos 2 e r 
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Inspection of the solution reveals the interesting "sym­
metry" 

H(p, z, t) + H(p,- z, t) = Ha(r, t) + Hi(r, t) 

which is also apparent from (4). It is noted that this 
symmetric sum (inz) does not include the singular 
radiation pulse. A similar condition also holds for the 
electric field (replacing H by D), associated with (9), 
which we now compute in two ways. 

First, we recall that the field Ha is due to a charge 
+ e in vacuum moving uniformly from z = - 00 to 
z = + 00, and that Hi is identical to Ha except that both 
the charge and direction of motion are reversed. These 
fields, then, can also be found by appropriate Lorentz 
transformations on the Coulomb fields of charges at 
rest in vacuum;4 a technique by which we easily find 
the electric fields associated with Ha + Hi to be 

D = ~ yp( 1 ______ 1-'---___ ) 
P 411 [p2 + y2(z - vt)2J3i2 [p2 + y2(z + vt)2J3/2 

e ( z - vt z + vt ) 
D" = 411 Y [p2 + ')I2(z _ vt)2J3/2 - [p2 + ')I2(z + vt)2]3/2 

= D~ + D~. 

Second, the electric radiation fields are obtained 
directly from Maxwell's equations using the known mag­
netic radiation fields, and are given by 

D = ef3 sine cose 6(r - ct) () sgn z , 
P 211 1 - f32 cos2 e r 

D =: _ ef3 sin2e o(r - ct} () sgn z. 
z 211 1 - f32 cos2e r 

The radiation fields, therefore, are found to be 

H(r, t) = t$ ev sine o(r - et) sgn(z) 
21T 1 - {32 cos2e r (10) 

D(r, t) = (j) cose - k sine} ef3 __ s-,-in_e ___ 6 (_r_-_ct) sgn(z}. 
211 1 - {32 cos2e r 

Ill. TRANSITION ENERGY 

The fields given by (10) are seen to be normal to each 
other and to the direction of propagation. The electric 
radiation field is linearly polarized and lies in the plane 
determined by the ray and the particle trajectory. Such 
linear polarization is characteristic of transition radia­
tion. The results obtained above agree with the asymp­
totic fields previously reported by Garibyan,2 who con­
siders a charge incident on a dielectric half- space. The 
nature of the tranSition radiation may be investigated in 
one of three ways due to Poynting's theorem,l1 

§A SOdA=-f
v 
joEdV_l~ f (E2+B2)dV (11) 

2 at v ' 

which expresses the power radiated in terms of the rate 
at which the current does work and the rate of storage 
of electromagnetic energy: One may integrate the lhs 
of (11) for all time to obtain expressions for both the 
angular and spectral distributions of radiation [method 
(a) J. The integration of the rhs (method (b) J provides 
the wavenumber distribution of radiated energy. Finally, 
one may compute the irreversible work done by the 
charge on the fields in the left half- space, due to the 
presence of the plane [method (c)]; a technique employed 
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by Schwinger 6 in obtaining the radiation from an elec­
tron in arbitrary motion. In the following all three tech­
niques are employed to examine the radiation due to the 
impact of the particle on the plane. 

(a) From the Ihs of (11) the energy radiated into th-e 
solid angle dn == sineded</> is 

dS f+oo ~ r2 f+oo _r==r2 (Sor)df,=- IH(r,t)12 dt, 
dn -00 CEO -co 

where S is the Poynting vector associated with the 
radiation fieldS (10), 

S = E x H = ~ 1 H(r, t) 12 . 
CEO 

(12) 

To obtain the spectral distribution of radiation, we in­
troduce the Fourier representation 

f
+OO ~ e{3 sine eiw(r/c) 

H(r,w) = eiwtH(r,t)dt=</>- ---, 
-00 211 1- f32 cos2 e r 

allowing (12) to be written in the form 

dO r r2 1 (e{3)2 sin2e -- = -- IH(r,w)12:::::-- - -----
dndw 211CE O 11CE O 211 (1 - {32 cos2e)2' 

(13) 
In the ultrarelativistic case, this radiation profile is 
strongly peaked in the directions 8 ~ mc 2 /E ~ ')1-1 and 
e ~ 11 - ')1-1. In the nonrelativistic case the pattern is 
equivalent to that due to the sudden creation of a dipole 
at z ::::: O. Performing the dn integration in (13) over 271 
solid angle yields the total energy radiated per unit 
frequency into the left half- space 

dOr 1 (e{3)2(1 1 + {32 1 + (3 1) 
d;;; = CEO 211 "2 ~ In 1 + f3 - {3 2 ' (14) 

This is in agreement with the formula of Frank and 
Ginzburg. 1 

(b) We now integrate the rhs of (11) from t = - 00 to 
t ::::: + oc. The (E2 + B2) term vanishes, as its value at 
+ t and - t is the same, and we find 

J
+OO or = - -co i 0 EdVdt. (15) 

Since the charge does work only against the field due to 
the plane, we write (3) in the form 

Hx = H;l) + H;2), 

where H~l) represents the field of a free charge, and 
H~) arises from the presence of the plane. Thus, 

H(2) = ~ (iF(2) + IG (2» 
at 

and by Maxwell's equations we find the z component of 
the associated electric field to be 

EoEP) =~ G(2) _~ p(2) 

ax ay 
'= sgn(z) ~ J +co (TJ2 + ~2) 

(211)3 -00 va[a 2 - (w2/v2)J 

x e in I z I e i (~x+ o-wf) d ~d.,.,dw. 

With this result and j ::::: ev6(z - vt) 6(x} 6(y}, Eq. (15) 
becomes 

(16) 

S::::: ie
2 f+XJ (.,.,2 + ~2) d~dl/dw J"'" dte-.wt 

r (211)3Eo -00 a[a2 _ (w2/v2)] -00 

x (i: e- ictz dz - fo"" e+ iaz dZ) o(z - vt). 
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Introducing the change of variable 

x' = z -~, 2z = y' + x', 
~ = vf, (17) 

y'=z+~, 2~ = y' - x', 

which carries a Jacobian I J I = ~, we find 

0
y 

= 2 - c
2

v
2 FeU (7)2 + ~2) ~ d~d7)dw. 

(21T)3Eo -"" (a 2v 2 - w2)2 0' 

Changing to polar coordinates and carrying out the w 
integration with w = KC sinl;' yields, upon disregarding 
imaginary quantities, 

ciS ('2 
~r = __ y{32. 
elK 41TEo 

(18) 

This represents the energy radiated per unit transverse 
wavenumber into both the left and right half- spaces. 
The total energy, however, is seen to diverge; a result 
also apparent from (14). This divergence is generated 
by the passage of the charge through a hole of zero 
radius, causing an apparent infinite deceleration when 
the charge meets its image (to a z < 0 observer). Such 
an acceleration will produce a singular pulse, as is evi­
dent in the radiation fields of (10). In an attempt to 
render the radiated energy finite, we approximate the 
total transition energy in the case that the charge 
passes through a small hole of radius Yo in the plane 
by cutting off the integration in (I 8) at 1/ yO' Thus, 

c 2 j1/Yo e2 
or "" -- y{32 dK = --- y(32. 

41TEO 0 41TEOYO 

If E is the kinetic energy of the charge then in the 
ultrarelativistic case the radiation loss becomes 

e 2 E S =~~--
y 41TEOYO JII 0 C 2 

(19) 

in agreement with Dnestrovskii and Kostomarov. 5 

Using (19) we may also establish the relative decrease 
in particle energy upon transition to be 

E' y y~2 
-~1-··--"'----
E Yo y-l' 

where E' is the final kinetic energy of the particle, Y e 
the classical electron radius, and E = (y - 1) m oc 2 the 
initial particle energy. 

(c) Finally, we calculate the work done 0 1 by the charge 
while in the left half- space. This requires an integration 
of (11) from t = - r:t:J to l = 0, 

,0 j' 61'=-- I dl j-EdV. 
• - J,) 

(20) 

However, the (E2 + B2) term of (11) no longer vanishes 
as in (b), and (20) must contain contributions from both 
radiation and stored (reactive) energy. To separate 
these effects we follow Schwinger 6 and write the time 
dependence of (16) in the form 

c iel = ~ (e-i~1 + c'i~t) + ~ (e- id - C'I~t), (21) 

thereby effecting a decomposition of E P) into the sum 
and difference of retarded and advanced fields. The 
first "reactive" term of (21) causes the power to change 
sign under time reversal, and is, therefore, to be asso­
ciated with stored field energy. The second "resistive" 
term gives the radiated power, and we find 

ic2 r 0 '0 1+00 (7)2 + ~2) 
(; = -- dz6(z -- vt) J dt 2 ( 2/ 2)1 

y (21T)3E
O

' . cD -VJ -eX> 0'[0' - W v 

2 
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Employing the change of variable (17), we have 

[, = c 2 v_2
__ r...u ~ (1/2~!,_ ~ 2)_~ It! dt,tll)t!w 

y (21T)3 EO ' -if) (a2u2~ w2)2 a 

from which there results 

riGr __ 1 (C[3) 2 r ./2 . sin3l;'d~ 1 (;:r -~--~- -
dw CEO 21T • 0 (1 - f3 2 cos 2 t,')2 CEO 

(22) 

X (i ~L 1+13 1) (23a) 
(,3 In 1 _ /3 -- ~j 2 ' 

d&r (CV)2 K3 I" v0 wdw e:l, 
-- ~ - - - -- y{32 (23b) 
dK ~ 21T EO' -00 a(a 2 v 2 - W2)2 - 81TE

O 
• 

Relations (23a) and (23b), which represent the energy 
radiated into the left half-space, are obtained from (22) 
after the respective substitutions K = w / c sinl;' and 
w = CK sin~, and the retention of only real quantities. 

It is not difficult to show that the energy radiated into 
each half- space is the same so that (23) is seen to agree 
with the results of (a) and (b) above. In a similar way, 
the stored energy is found to be 

(~S, = ~ (~) 2 VI(3 J+00 ~lw , = _ e
2 

y. (24) 
ilK 21T EO ·Jo (a 2v 2 -w2)2 81TE O 

The fact that this is negative indicates that the energy 
stored in E (2), B (2) is being removed by the charge. A 
calculation for (z, t) > 0 shows that this term changes 
sign, whereas the radiation term does not. Thus, the 
radiation energy is irretrievably lost while the energy 
stored in E (2) ,B (2) is reversibly transferred to the 
charge (see Fig. 5). The transfer of energy involved in 
this process is analogous to that which occurs in an 
initially charge LRC circuit which is closed for one 
cycle during which the stored energy in C is transferred 
to the stored energy in L and dissipated in R. In the 
limit that RI U-,' -~ 0, with R small but finite, complete 
energy transfer requires an infinite interval. 

The total work done by the charge while in the left 
half- space is then 

11[:1' d0r !lS ('2 1 
~-' =-- -- (25) 

ill{ riK 11K 8iTEo y 

This result is easily confirmed by using in (20) the ex­
plicit form of Ei 2 ) which, for (2, t) < 0, is given by 

F (2) = _.c_ I 2 + vt I 
- z 47TEo [p2 + y2(z + 1)1)2]3/2 

Thus, 

61 = - L~) cil r 2 1 jE~2)rlV=--8(' - {""ilK (26) 
1TEO y . 0 

agreeing with (25). Expression (26) has also been found 
by Liboff,4 who considers the work done by a charge 
moving along the axis of a semi-infinite cylindrical 
cavity, then taking the limit as the radius passes to in­
finity. We note that this expression includes both radia­
tion and stored energy. 

In conclusion, we note that expression (19) is subject 
to experimental investigation. This result represents 
the total energy lost to radiation by a charge of arbi­
trary velocity passing through a hole of radius Yo in a 
plate. As shown above, this loss leads to a fractional 
decrease in particle energy (E' / E) upon transition, 

E' _ 1 _ Y e ylF 
F Yo y - 1 
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where r e is the classical electron radius. One also 
notes in this regard that to obtain this radiation loss it 
is necessary to follow the particle along its entire tra­
jectory. Over the left half of the trajectory, (i.e., the 
restricted problem) particle energy both diminishes by 
radiation and increases at the expense of a loss in the 
"stored" energy in the fields. To within the order of 
validity of this calculation,12 one finds that the energy 
gained from the fields exceeds the energy lost to radia­
tion by the factor {32 [compare (23b) and (24)]. The net 
gain, given by (25), may be expressed as 

ST = So/y, 

where 80 is the point charge self energy 

e 2 Joo So =-- dK. 
81TE O 0 

In the limit v -> c,8T approaches zero. This is a mani­
festation of the fact that at this speed, stored energy 
gained is balanced by radiation lost. 13 That is, a mea­
surement of particle energy at the surface of the plate 
would, in this idealization, reveal no increase of initial 
particle kinetic energy. Over the entire trajectory, on 
the other hand, particle energy change is due only to 
radiation loss and by (23) is 

Sr = y{328o' 

In the ultrarelativistic limit (v --t c) this loss increases12 

as y. 

IV. EQUIVALENT PROBLEMS 

Finally, we consider four additional problems. First, 
suppose the charge stops at the plane. In this case, the 
current is given by 

j(r, t) == evo(z - vf) o(x) o(y) e(- t) k, 
where e(z) is the unit step function 

+e 
---------+-----+~-.z 

z < 0 nO 

(0) 

.~ 
z <0 ... b' ":" Z >0 

( b) (c) 

+e -e -e +e 
• .. . • ... .. . 

z<O z>O 

(d) (e) 
FIG. 6. The equivalent problems. For a z < 0 observer the original 
problem (a) is equivalent to: (b),a charge + e moving from (z,t)=-fJ) 
and stopping at the plane: and (d), two opposite charges approaching 
each other and disappearing at (z, t) = O. For a z > 0 observer (a) is 
equivalent to: (c), a charge + e starting from the plane at (z, t) = 0 and 
movIng to (z, t) = + fJ): and (e), two opposite charges appearing at 
(z, t) = 0 and separating from one another. 
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8(z) == {
1, 

0, 

z > 0, 

z < 0. 

In order to proceed from (1), the Fourier integral qf 
Hr, t) must be computed. For this purpose we introduce 
the representation 

_i 1+00 _eiaz 
e(z) == lim 

.... 0 21T - 00 a + iE 

to obtain 

1+00 1+00 e iext 
j(r, w) == lim e iw t o(z - vt) -00 -- dadt 

.... 0 211 - 00 a + iE 

)

' 0, Z > 0, 

= 1 
- exp[i(z/v)w], z < 0, ,v 

where the irrelevant spatial dependence of j(r, t) has 
been suppressed. For z < 0, this problem is identical 
to that considered in the paper, wherein j(z, w) = (l/v) 
exp[ i(z/ v)w ]. 

Similarly, for z > 0 the problem of the particle pass­
ing through the plane is found to be equivalent to that of 
a charge starting at the plane and moving uniformly to 
infinity. 

Thirdly, we consider the annihilation of two opposite 
charges moving uniformly towards z == 0 in the absence 
of the plane. Here, 

j(r, t) == ev o(x) o(y)[6(z - vt) + 6(z + vt)] 8(- t) It 
and we find 

j(z,w)==! exp[- i(lzl/v)w]. v 
Again, for z < 0 this problem is equivalent to that 
treated in the main text of the paper. In that analysis 
we introduced the plane by requiring the tangential 
electric field to vanish at z == 0. In the present annihi­
lation problem, however, the tangential field naturally 
vanishes at z == 0, and the restriction is therefore of 
no consequence. 

Finally, we note that for z > 0 the main solution yields 
the fields of the creation of two opposite charges at 
z == 0 which separate uniformly to z == ± <Xl. In all cases, 
all observers see zero total charge. 

In summary, then the problem of a uniformly moving 
charge passing through an infinitely conducting plane 
contains the solution to the following problems: (1) For 
z < 0, the problem of a charge stopping at the plane and 
giving rise to the Bremsstrahlung fields of pair annihi­
lation (see Fig. 6b, d). (2) For z > 0, the problem of a 
charge starting at the plane and giving rise to the 
Bremsstrahlung fields of pair creation (see Fig. 6c, e). 

It should be noted that these fields represent pure 
transition radiation. In the case of a plane with struc­
ture, Bremsstrahlung radiation ariSing from collisions 
within the plane must be distinguished from these tran­
sition fields. 
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APPENDIX A: INVERSION OF THE PARTICULAR 
SOLUTION 

From (3), we wish to evaluate 

H~(r, t) == _1_ ~ fa) 3 exp[i(z/v)w 1 
(21T)3 at -00 w a 2 - (W2/v2) 
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x ei(~x+O-wt)d17d~dw, 

where a 2 == (w 2/c2) - (172 + ~2). 
Introducing the polar coordinates ~~~ ~: and 
integration variables p ~ ~ ~fnst,' yields 

Ha == -e (V2y2) 
x (21T)2 

f f
+oo eiw(z/v-t) 

x sin¢ 00 J 1 (Kp) K2 --=----- dwdK. 
o -00 w2 + (YVK)2 

Simple poles occur at w =: ± i yVK in the w plane. For 
z > vi the contour is completed in the upper plane, and 
for z < vt in the lower. In both cases the results are 
the same yielding 

H~ (r, t) == (~7fe) yv sin¢ J
o
oo 

J 1 (Kp) Ke-Y K I z-vi I dK 

(- e) P == -- yv 
47f [p2 + y2(Z - vt)2]3!2 

APPENDIX B: EVALUATION OF ~1 

In this section we evaluate the sum 
00' 

:0
1 

== - 2 eydlzIS-vl) :0 (_ l)n 
yK n=O 

(

2n-1' 00' 

x Eo (- l)n [1'(1 - ,B)j2n-m + m~2)y(1 - ,B)]m-2n 

+ m~o [y(1-J3l]m+21J2n(iKIZI)Jm(KCi) 

which appears in Sec. B. To do this, we consider the in­
tegral 

:0' = Joo J (K.../u'2_lz 1 2 )e-YVK(t+u'lddu'. 
1 I z I 0 

By an analysis similar to that for IF! I and I';'p we find 
the expansion 

+ 2' ",,' 61 == -- e-ydl zl e->vl) 6 (- l)n 
yK ncO 

(

2n-1' , 

X Eo [Y(1-j3)12n-m+m~n (_1)m[y(1_j3)]m-2n 

+ Eo (- l)m[y(l - (:l)]m+2n) J 2n (iK Izl)J m(K Iz I). 

However, the integral :0 ~ can also be obtained exactly, 10 

and is found to be 
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, 1 6 =:- e-yvKte-lzIKi. 
1 KY 

We now suppose both :01 and 6~ to be functions of 1', 
and by inspection find 

61 (I') =: e-2 YVK t 6'1(- 1') =: e-2 y VK t (- :1' e+YVK t e' I zl K ~ 
=: _ 1- e-ydvt-I zl). 

Ky 

Returning to Eq. (6), then, we have 

Hx(due to 61) 

=: H~ - sgn(z) (- e) I' sin¢ ~ 1000 

J 1 (Kp)K L;l(y)dK 
41T at 

== Ha - sgn(z) (- e) yv sin¢ foo J (Kp)Ke-ydvt-I"I)dK 
x 41T 0 1 

= Ha + x' { 
+ HZ 

x -H;, 
z < 0, 

z >0, 
Iz 1< vf. 
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The equations of isentropic rotational motion of a perfect fluid are investigated with use of Darboux' 
theorem. It is shown that, together with the equation of continuity, they guarantee the existence of 
four scalar functions on space-time, which constitute a dynamically distinguished set of coordinates. 
It is assumed that in this coordinate system the metric tensor is constant along the lines tangent to 
velocity and vorticity fields. Under these assumptions a complete set of solutions of the field 
equations with T,J = (E + P }u,u

J 
~ pgu is found. They divide into three families, first of which 

contain, six types of new ,olutions with nonzero pressure. The second family contains only the 
Godel's solution, and the third one, only the Lanczos' solution. Symmetry groups, exterior metrics, 
type of conformal curvature, geometrical and physical properties of the new solutions are 
investigated. A short review of other models of rotating matter is given. 

INTRODUCTION 

It was not long after the creation of the general rela­
tivity theory that people tried to construct a solution of 
the Einstein field equations for rotating matter. The 
problem was interesting both from theoretical and 
observational point of view because nobody knew how 
to describe the rotational motion in the formalism of 
general relativity while many stars and galaxies ex­
hibited visible rotation. Today even the possibility of 
rotation of the universe in the large is admitted. 1 

However, for quite a long time models of rotating 
matter were constructed under very special assump­
tions. The authors either used the method of "slow 
rotation" approximation (first paper by J. Lense and 
H. Thirring2 in 1918) or assumed the energy-momentum 
tensor corresponding to dust (K. Lanczos3 in 1924 and 
many others). It was not till 1967 that M. Triimper4 
clearly stated the problem of searching for solutions 
with pressure different from zero, but he has just 
written down the field equations and stopped after 
arriving at some general statements. There were a 
few papers whose authors went further but they left 
the problem behind when the equations were simplified 
and nearly integrated (i. e., there remained only one or 
two equations to be solved). They gave at most special 
cases of solutions which were mathematically simple 
(e.g., J. Stewart and G. F. R. Ellis,5 J. Wainwright. 6) 

Until 1972, in fact, just two complete results were 
obtained-by H. D. Wahlquist 7 in 1968 and E. Herlt8 in 
1972. The aim of the present paper was to supply new 
metrics of this kind. I have used the method of descrip­
tion of the isentropic rotational motion of the perfect 
fluid introduced by J. Plebanski. 9 Under the assumptions, 
which are clearly stated in Sec. 1, the field equations 
were completely integrated. The resulting metrics 
divide into three families, the first of which contains six 
types of new solutions with nonzero pressure. Each of 
the other families contains just one solution known 
before. 

The first family solutions are investigated in detail. 
Their symmetry groups, exterior metrics, type of con­
formal curvature, geometrical and phYSical properties 
are established and discussed. A few special cases are 
investigated in more detail. I also give a short review 
of the solutions found by other authors. 

Most of the material presented in Sec. 1 is taken from 
J. Plebanski' s paper. 9 
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1. THE EQUATIONS OF MOTION AND 
DYNAMICALLY DISTINGUISHED COORDINATES 

Throughout the paper we shall use the signature 
(+---). The equations of motion of a perfect fluid have 
the form: 

TaB;8 =: 0, 

where 

TaB = (E + p)UauB _ pgO B. 

(1. 1) 

(1. 2) 

The quantity (E + p) is called the enthalpy density. Let 
JC denote the enthalpy per unit mass, 

JC =: (E + p)/p, (1. 3) 

where p is the denSity of the rest- mass. Independently 
of (1. 1) the conservation of the total rest mass is postu­
lated: 

By virtue of (1. 3) and (1. 4) Eqs. (1. 1) take the form 

o = T a. B ; B =: pu B (JC U a) ; B - P , a. • 

The enthalpy in phenomenological thermodynamics 
obeyed the following identity: 

dJC = (1/ p) dp + TdS. 

(1. 4) 

(1. 5) 

(1. 6) 

This equation may be considered to be the definition of 
temperature and entropy in general relativity. Namely, 
only two of the state functions (JC,p,p) can be indepen­
dent. Therefore the form (dJC - (1/ p) dp) has an integ­
rating factor which we denote by 1/ T and its inverse we 
call the temperature. Then the form (1/ T)(dJC - 1/ p)dP) 
is a total differential of a function S which we call en­
tropy. 

With the help of (1. 6) we get in (1. 5) 

(1. 7) 

Now the identities u au a = 1 and u BUB; a = 0 allow us 
to write (1. 7) as 

(1. 8) 

These are the equations of motion of a perfect fluid in a 
form equivalent to (1. 1). 
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We shall confine ourselves to isentropic motions, 
where S, " = O. Then (1. 3) and (1. 6) imply 

d[(£ +p)/p]= (dp)/p. (1.9) 

~e see that dE = [(E + p)/pJdp and so E = E(p), p==p(p); 
III other words,p;= pcp) and E = E(p). Thus (1. 9) is an 
ordinary differential equation, and we can integrate it to 
obtain 

(1. 10) 

where Ho == const. If we assume that E(p = 0) = p(O) c 2 

then H 0 = 1. Let us denote 

H def H + l r P dp 
o c2 - 0 p(p)' 

(1. 11) 

Then Eqs. (1. 8) with S = 0 take the form ,a 

[(Hue), B - (HuB), a]u ll = O. (1. 12) 

Now we recall two theorems which will be useful later. 
We give both of them in the special case of a four­
dimensional manifold. Their general forms can be found 
in Refs. 10-12. 

Theorem 1 (Darboux): Let w be a differential form 
of the 1st order, then 

(1) (dw 1\ dw '" 0) ¢;> (there exists the set of functions 
a, T,~, T/ such that w = adT + T}d~); 

(2) (dw 1\ dw = 0 but w 1\ dw '" 0) <:=:> (a = 1 above); 

(3) (w 1\ dw = 0 but dw '" 0) <:=:> (E = 1 in (1»; 

(4) (dw = 0)= (a = ~ = 1 in (1». 

Its proof is given in Ref. 10. 

For an antisymmetric tensor F as the following form 
can be defined: 

Pf(FaB)=~EaBY6FaBFY6 (1.13) 

where E ex B y 6 is the Levi-Civita symbol. We have 

Theorem 2: 

[Pf(F" B) j2 = det(F a B)' 

The proof can be found in Refs. 11 and 12. 
def 

Now let F as = (Hu a ). B - (HuB) • ct.' We see from 
(1. 12) that det(F a a) == 0 and so from Theorem 2 
Pf(F a B) == 0 which means that F[" B F yoJ == O. 

Let us define w == HU"dx". Then F aBdxa 1\ dx B == 
- 2dw, and so dw 1\ dw == O. 

Now Theorem 1 implies that there exist functions 
T, ~,T} such that w == dT + T}d ~, i. e., 

(1. 14) 

(1. 15) 

This representation of Hu a is introduced and discussed 
in more detail in Ref. 9. 

When F aB = 0 we call the motion irrotational. When 
Fa B ;c 0 we call it rotational. To distinguish rotational 
and irrotational motions we can use as well the vorticity 
vector w a : 
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(1. 16) 

In the local inertial frame at a point p [where u a == /j a 

gaB (p) == diag( + 1, - 1, - 1, - 1)1 the vector w a has t~~ 
components w a == (0,- (l/c)W) where W = rotv, v - the 
Newtonian velocity vector. Thus the differentiation be­
tween rotational and irrotational motions based on w" 
agrees with that in Newtonian physics. Moreover, we 
have 

Theorem 3: 

(F a B =: 0)<;=> (w a == 0). 

Therefore, this differentiation agrees with that based on 
Fa B ' too. Consequently, we can consider Fa B to be the 
angular velocity tensor. But there is a definition of the 
angular velocity tensor, given by J. Ehlers13 , 14 

(1. 17) 

With the help of the equations of motion (1. 12) it is easy 
to show that 

F aB == 2Hn" B ' (1. 18) 

so our definition of rotational motion agrees with that of 
Ehlers. 

From now on we shall deal with rotating matter only, 
so we assume 

F aB '" O. (1. 19) 

It means that all the three functions in (1. 14) have 
linearly independent gradients. Equation (1. 12) implies 
that u a ~ • a == U aT} == O. This, together with the equa-
tion of continuity tF--g)1/2 pu a ], a. == 0, allows us to de­
fine the fourth function ~ in the following way: 

(1. 20) 

(For the details see again. 9) By contraction of (1. 14) 
and (1. 20) we get 

g=-g-2 H-2( a(T,~,'r),~) )2. 
a(xO, xl, x 2 , x3 ) 

(1. 21) 

If (1. 14) and (1. 20) are assumed, then the equations of 
motion and continuity are just identities. 

Of course we can use the functions (T, ~, T}, 0 as new 
coordinates. If we do, then (1. 14), (1. 20), and (1. 21) re­
duce to 

U'" == Hl5 o, 

We also have 

and, since u a = g apuP, 

goo == H-2, 

gOl =:: x 2H-2, 

g 02 =:: g 03 == O. 

(1. 22) 

(1. 23) 

(1. 24) 

(1. 25) 

(1. 26) 

The functions (T, ~, T}, 0 are not unique. The coordinate 
transformations preserving the properties (1. 22)- (1. 26) 
are of the form: 
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Xo = Xo' - S(XI ' , X2 ' ), 

Xl = F(x1',X2 '), 

X 2 == G(X1', X2'), 

X 3 = X 3 ' + T(x l ',X2 '), 

(1. 27) 

where T is completely arbitrary, while F and G must 
obey the equation 

S is fixed by the equations 

GF,I' - x2' = S,l" 

GF,2'= S,2" 

(1, 28) 

(1. 29) 

We see that one of the functions F and G is arbitrary and 
once it is fixed, the other is given by (1. 28). Therefore, 
together with T we have two arbitrary functions in (1. 27). 
Notice that all functions in (1. 27) depend only on two 
variables xl and x 2 . 

Now the idea arises: If the whole metric tensor also 
depends only on Xl and x2, then the transformations 
(1. 27) may allow us to simplify the metric further. So 
we assume 

(1. 30) 

This condition is covariant with the transformations 
(1. 27). As a consequence of (1. 22) and (1. 25) it can be 
written as 

(1. 31) 

These two assumptions are sufficient to integrate the 
Einstein field equations for the metric fulfilling (1. 24) 
and (1. 26) to the very end. No additional simplifying 
assumptions are made here. We shall explain the geo­
metrical meaning of the assumptions (1. 31) later. 
Notice that the first of (1. 31) means that /l" is colinear 
with a timelike Killing vector, so the expansion and 
shear of the velocity field vanish. 

2. FIRST INTEGRALS OF THE FIELD EQUATIONS 
AND CLASSIFICATION OF THE SOLUTIONS 

Since there are two arbitrary functions in (1. 27), we 
can expect that it will be possible to make two more 
components of the metric tensor equal to O. It is really 
the case. If we choose F, G, and T so that the equations 

g22 F,l' F,2' - g12(F,I' G,2' + F,2' G,l') + gIl G,l' G ,2' == 0 

and (2. 1) 

(2.2) 

hold, then in the new coordinates (x O', xl', x2', x 3 ') we 
have, in addition to (1. 24) and (1. 26), 

J.i12 ==g13 == 0 

The set of Eqs. (1. 28)-(2. 1) makes sense no matter 
what gaB is. Equation (2. 2) makes sense because. 
Theorem 3, (1. 19), and (1. 25) imply that g33 '" O. 

(2. 3) 

Substituting (2.3) in (2. 1) and (2. 2), we get a new set 
of equations which determines the transformations (1. 27) 
preserving all the properties (1. 24), (1. 26), and (2. 3). 
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From now on there is no arbitrary function in (1. 27). 

It is time to use the field equations. If the right-hand 
side of the equations 

K == 8nk/c 2 , 

(2.4) 
is given by (1. 2), (1. 11), and (1. 10), then it must be 
R03 = R13 = O. These two equations when integrated 
yield the result 

g23 = K(x2)g33' (2. 5) 

where K is an arbitrary function of one variable. Now 
we can verify that the coordinate transformation 

xO == xO' + xl' x 2 " 

(2.6) 

x 3 ,= x 3 ' - f K(x 2 )dx2 

fulfills all Eqs. (1. 28), (1. 29), (2.1), (2.2), and yields, in 
addition, 

(2.7) 

In the new coordinates it is easier to compute the Ricci 
tensor. From the equations R10 = R2 0 = 0, we easily 
find that 

G = const < O. (2. 8) 

We classify the solutions into three families: 

Family I in which 

P , a ;r 0, P" O. (2.9) 

Family II in which p,,, = ° and consequently 

H,,,,- == P,Q = O. (2. 10) 

Family III in which 

P == o. (2.11) 

This classification is invariant. We are going to discuss 
each family separately. 

3. THE FIRST FAMILY OF SOLUTIONS 

Using the complete set of the field equations one can 
prove that by a suitable choice of coordinate system we 
obtain 

p == p(x2), and so H = H(x2 ), P = p(x2 ). (3.1) 

Then the field equations reduce to the set of ordinary 
differential equations, and after integration they yield 

ds2 == H-2(dxO)2 + 2x2H-2 dxodx1 + [(x2)2 - W/G]H-2(dxl )2 

+ (WpH)-1(dx2)2 + Gp-IH3(dx3 )2, (3.2) 

where 

w= (G + K(x2)2 + Bx2 + E, B,E = const, (3.3) 

p = D ~ exp (1 G: dX2 ), D == const < 0, (3.4) 

H == I MU1 + NU 2 11/3, M,N = const (3. 5) 
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U 1 and 112 are the linearly independent solutions of the 
equation 

W. 2 - Gx2 

U. 22 - w 

+ ~ (_ W. 22 + TVj _ Gx
2

TV,2 + ~)U = O. 
4 W TV2 W2 W (3.6) 

The pressure p is given by the formula resulting from 
(1. 11): 

p = c 2 J pH. 2 dx 2 + Po. (3.7) 

Whenever an inequality for a constant appears above or 
below, it results from two conditions: 

(1) p,p,H>O. 

(2) The signature of the metric is (+ - - -). 

The absolute value in (3. 5) is needed to assure that 
H>O. 

The solutions of the first family divide into six types 
according as to whether W has two complex roots, two 
real roots, one real root or degenerates to a polynomial 
of a lower degree. 

It is clear from (3.4) that when the sign of W is not 
the same for all values of x2, then p may be positive 
only in some range of values of x 2• The boundaries of 
this range (i. e. , the roots of W) are singular points of p, 
and outside of this range p would be negative. In such a 
situation we have to find some exterior metric and 
match it to (3. 2) so that the complete space-time has 
no singularities. This is done in Sec. 7. In the formulas 
given below an auxiliary constant a d=-f G/(G + K) is 
occasionally used. -

Type I 

TV = (G + K) (x 2 - b)(x2 - c'), c'=b*, a>l. (3.8) 

111 = u + u', u 2 =- i(u-u*). (3.9) 

Ii =(x~ - ~)8(X2 - e')Y 
c -K f)-K 

XF a + {:l + y,a'+ {:l + 1',1 + {:l-{:l',--- , 
( 

X2 - b) 
e' - b 

(3. 10) 

K = const = K*, F (. , . , . , . )-the hypergeometric function. 

OJ t = Ha - 3 ± (a2 - 3a + 3)1/2). 
0" \ 

{:l t = 1 {_ (a _ 2) b - 2c' 
{3' \ 2(b - e') 

(3.11) 

Of [a 2f)2 + (b - e')(b - c' - ab)]1!2}. (3.12) 

) } 1 , = , {2b + (a - 2) e' 
I' 2(b - c ) {:l* 

± [a 2e'2 + (b - e')(b - e' + ae'»)1/2} =~ . 
~ (3' *' 
(3.13) 

Type II 

W = (G + K) (x 2 - b)(x2 - e'), band e' real, b < e'. 
(3.14) 

u 1 is given by (3. 10),u2 is the standard second linearly 
independent solution. 15-1 7 The formulas for a, a', {3, {3', 
1',1" are identical with (3. 11)-(3. 13). This time no ana­
logue of the equations y = {3 * and },' = {3' * holds. 
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The sign of TV is not constant. For x 2 = band x 2 = e' 
the solution has singularities. When a < 0, the density 
of matter is positive in the region b < x2 < c'; when 
a> 1 it is positive in the nonconnected region x 2 < b 
and x 2 > c'. 

Type III 

W = (G + K) (x2 - b)2, b '" 0, a> 1. (3. 15) 

i = 1,2, 
(3. 16) 

F (. , . , . )-the confluent hypergeometric function. 

q1 t = ~ [3 - a ± (a2 - 3a + 3)1/2 j. (3. 17) 
q2\ 

W has a constant sign, but x 2 = b is a singular point of 
the solution. 

Type IV 

W= (G + K)(x2)2, a> 1. (3.18) 

i = 1,2, q i given by (3. 17). (3. 19) 

Again W has a constant sign, but x 2 = 0 is a singular 
point. 

Type V 

TV = Bx2 + E. (3.20) 

Here the coordinates can be chosen so that B = K. We 
denote E = KE 0 and we get 

U j = [exp(x 2 + Eo»)(- x 2 - EO)qi F(q, + Eo - 1, 2qi 

+ Eo - 1,- x 2 - Eo), i = 1,2, (3.21) 

q1 ft = ~ (2 - Eo ± (E5 - Eo + 1)1I2J. 
q2 

(3.22) 

The density of matter is positive in the region x 2 < - Eo' 

Type VI 

W = E = const < 0, (3.21) 

U1 = F(L L (K/2E)(x2)2), 
(3.22) 

U z = x2 F( i , i ,(KI2E)(x2 )2). 

4. THE SECOND FAMILY OF SOLUTIONS 

Here the field equations reduce to one partial differen­
tial equation. Again it can be shown that by a suitable 
choice of coordinates the metric can be made dependent 
only on one variable x 2 • Then the solution appears to be 
unique (exact to coordinate transformations): 

ds2 = W2(dx O + x2dx1) 2 - ~ WZ(xZ)2(dx1)2 

- [KpH(x2)2J-1(dx2)2 - 2Kp-1H3(dx3)2, (4.1) 

where 

p,p > 0 are arbitrary constants, 

H= 1 + (pleZp) = const, 

(4.2) 

(4.3) 

A = ~K(p - (plc 2)] is the cosmological constant. 
(4.4' 
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The metric (4. 1) was found for the first time by H. M. 
Raval and P. C. Vaidyal8 and is a generalization to the 
case of constant but nonzero pressure of the well-known 
solution of Gadell 9 [if P = 0 then (4. 1) is precisely the 
COdel's metric J. It is the limiting case a = 2, M = 0 of 
the Type IV solution from the first family. 

5. THE THIRD FAMILY OF SOLUTIONS 

One sees that when p = 0 (and consequently E = pc 2 ), 

then the equations of motion (1. 1) can be written in the 
form (ua,B - u S,a)u 8 = O,and thus are the special case 
H:= 1 of Eq. (1. 12). Therefore all the formulas up to 
(2. 8) hold for dust if P = 0 and H =:: 1 is substituted 
there. This time again one verifies that such coordi­
nates exist, in which p == p(x2 ). The solution is unique: 

ds 2 = (dxO)2 + 2x2dxodxl + x 2(x2 + 1)(dxl)2 

ex2 
K + -- (dx2)2 - - e x2 (dx3 )2, (5.1) 

Kax2 a 

where 

p = ae-x2 
, a = const > O. (5.2) 

The metric has the proper signature in the region 
x 2 < O. Here necessarily A = O. This metric was found 
by K. Lanczos3 in 1924 and was the first exact solution 
with rotating matter in the history of relativity. It was 
rediscovered next by W. J. van Stockum20 in 1937 and 
J. P. Wright2l in 1965. In fact, Lanczos and Wright also 
found the generalization of (5. 1) to the case A '" 0, but 
this generalization does not fulfill the second of (1. 30). 

Equation (5. 1) is the limiting case Eo = N = 1, 
M := ~ of the Type V solution from the first family (rep­
resented in slightly different coordinates, related to 
those of Type V by the transformation xo = xO' + Xl, 

x 2 == x 2 ' - 1). 

6. SYMMETRIES OF THE SOLUTIONS 

I will not investigate the second and third family of 
solutions as they have been considered by many other 
authors. 3,6.18-22 The symmetry group for all the 
types of the first family solutions consists of the follow­
ing transformations: 

xO = xO' + to, 

xl = xl' + t l , 

x 2 = x2', 

x 3 =: x 3 ' + t3 

with to,tl,t3 = const. 

(6. 1) 

Thus it is 3-parametric Abelian group with the Kill­
ing vectors k t i) == (j~ , i = 0, 1,3. It acts simply 
transitively on the timelike hypersurfaces x 2 = const. 
Such groups were classified by Bianchi into nine types. 23 

(In fact, Bianchi classification is usually applied to 
groups acting on spacelike hypersurfaces, but no speci­
fic signature of the metric on the hyper surface is 
assumed and therefore such a classification is true for 
timelike homogeneous hypersurfaces, too). Since the 
group of transformations (6. 1) is Abelian, it is of 
Bianchi Type I, and the hypersurfaces x 2 = const are 
flat. Notice that the group (6. 1) is completely charac­
terized by four statements: 

(1) There exist three commuting Killing vectors 
k ~, k II, k II whose integral lines are the coordinate lines 

(0) U) (3) 

(xO, xl, x3). The xO line is timelike. 
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(2) The x 2 line is orthogonal to all the three (xO, xl, x 3 ) 

lines. 

(31 g k!1k"=g klJkv=O. 
~u (0) (3) ~u (1) (3) 

(4) g~u k~k v '" O. 
(0) U) 

7. EXTERIOR SOLUTIONS 

It is reasonable to look for exterior solutions having 
the same symmetry group as the interior ones to which 
they are to be matched. Taking Statements (1)- (4) above 
as axioms, we arrive at the metriC form 

ds 2 = (adxO + {3dXI)2 - (ydX I )2 - (6dx2)2 - (Edx 3)2, 
(7. 1) 

where a, j3, y, 6, E are functions of one variable x 2• Two 
cases must be considered separately: (Pia) 2 = 0 and 
({3/a).2 '" O. . 

In the first case the metric (7. 1) is static. The only 
nonflat solution of the empty space field equations (with 
A = 0) is then 

ds 2 = Ag (x2)2a(dxO + Sdx1 )2 - Ai(x2)-2(a-l) (dxl)2 

- A~ (x 2)2a(a-I)(dx2)2 - A!j(x2)2a(a-I)(dx3)2, (7.2) 

where A o,' .. ,A3 , S, a = const. If a = 0 or a = 1, then 
(7. 2) is flat. 

In the second case (7. 1) is stationary, nonstatic, and 
({3/a) can be taken as a new coordinate x 2 . Then (7. 1) 
becomes closely analogous to (3. 2). The solutions of 
the empty space Einstein equations with the A term 
divide into four types and are given by the formulas 

ds 2 == f-2(dx O)2 + 2x2 r 2 dxodx1 + [(x2)2 - Vlf-2(dx1 )2 

- ~ exp (-f x
2 

dX2 )(dX2 )2 
sfB V 

- 2:.. exp(- f x
2 

dX2) (dx3 )2 (7.3) 
sf2 V ' 

where J2 ~ 0 < s are constants and 

v = (x2 )2 + px2 + q, p, q = const, 

f = (Pv1 + QV2)1/3, P,Q= const. 

(7.4) 

(7.5) 

VI and v2 are two linearly independent solutions of the 
equation 

v,22 - V-I(V,2 - x2)v,2 

+~(_ V.22+~~_X2V'2+~)v=0. (7.6) 
4 V V2 V2 V 

Now compare (7.3)-(7.6) with (3. 2)-(3. 6) and note the 
similarity. 

Type A 

V = (x 2 - Po)(x2 - qo), qo == p~. (7.7) 

VI = (X2 - PO)1l (X2 - qO)/J, 
qo - L Po-L 

(7.8) 

L = L * = const. 
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A = (S/3.12) PQ(p'6 - Poqo + q'6)( Po - L) It (qo - L)Z, 
(7. ll) 

Type B 

v = (x 2 
- PO)(x2 - fJo), Po and qo real, Po < qo' 

(7. 12) 
The formulas for vl , v2 ' J.! ,/1. " v, v' are identical with 
(7.8)- (7.10), but now /1.* = /1., J.L'* = /1.'. For x 2 ::= Po and 
x 2 = fJ 0 the metric has singularities, and it has the 
proper signature in the nonconnected region x 2 < Po 
and x 2 > q o' The cosmological constant is given by 
(7.11). 

Type C 

v == (x2 - PO)2, Po" 0, (7. 13) 

v l = / x 2 - Po /3/2, 

V 2 == Vl exp[po/(x2 - Po)]. 
(7. 14) 

A ::= (s/3J2) PQP5. (7.15) 

The signature is proper for all values of x2, but x 2 == Po 
is a singular point. 

Type 0 

V = (X2)2, 

VI = /x 2 / 3 / 2 , 

A = - (s/3J2) Q2. 

(7. 16) 

(7. 17) 

(7.18) 

Again the signature is proper everywhere, but x 2 = 0 is 
a singular point. 

Now we have to say how these solutions are matched 
to the interior ones. The solutions of Types I, III, IV, 
and VI can have the exterior metric of Type A only. 
For the solutions of Types II and V the exterior metric 
is of Type A if the joining point x 2 ::= r 0 is at a distance 
from the singular point greater than some critical value. 
Otherwise the exterior metric is of Type B (or e), but 
both singularities of Type B metric (or the singular 
point of Type C metric) appear outside of matter. 

It is interesting that all the four types of stationary 
exterior solutions can be obtained from the first family 
solutions by a formal substitution K == 81fk/c 2 -" O. 
Then Type I reduces to Type A, II reduces to B, III to 
C and IV to D. For obvious reasons the Types V and VI 
have no such analogs. The static metric (7.2) was dis­
covered by E. Kasner 24 in 1925. Some cylindrically 
symmetric empty space solutions were considered by 
T. Lewis25 in 1932. Kasner's solution (7. 2) was one of 
them, but also there appeared Type A metric in the 
case q = O. The Type C metric in the case P = 0 is 
contained in Lewis' class,25 but it is not given ex­
plicitly there. Finally, in the case A == 0 all the met­
rics from the present section are of the form given by 
Dautcourt, Papapetrou, and Treder. 26.27 

It should be emphasized that these references are 
rather accidental. The empty space metrics play only 
an auxiliary role in my paper, so I did not carry out 
any systematic search in the literature. In particular, 
I do not guarantee that the generalization of the station­
ary metrics to the case A " 0 is a new result. The 
generalization of (7. 2) to the case A " 0 is unexpectedly 
very involved, so I do not present it here. 
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8. THE TYPE OF CONFORMAL CURVATURE 

A special solution of Type IV from the first family is 
of Petrov type II. It is the metric 

ds 2 == N-2/3 (x2)l- -/2: [(dxO)2 + 2x2dxodx1 

+ 2(/2 - 1)(x2)2(dxl)2] + DW2(x2)-5v'X (dx2) 2 

+ (4DN2/3)-lK2(X2t3V2(dx 3)2. (8.1) 

All the other first-family solutions are of Petrov type I 
(general). 

9. GEOMETRY OF THE SPACE-TIME 
We have noticed in Sec. 6 that the hypersurfaces x 2 = 

const are flat. Therefore, they can be embedded into the 
Minkowski space, i. e., they can be realized as some 
hyper surfaces x 2 == const in the Minkowski space. It 
appears that this may be done only in four ways. The 
surfaces xO == const, x 2 = const can have the following 
geometry: 

(1) Euclidean plane, 

(2) surface of a cylinder with x 3 as the azimuthal angle 
and the xl line as the generator, 

(3) surface of a cylinder with Xl as the azimuthal angle 
and the x 3 line as the generator, parametrized by an 
observer at rest, 

(4) the same surface as in (3), parametrized by an 
observer rotating about the axis of symmetry. 

Since the velocity field is given by (1. 22) and (1. 23), we 
see that the particles of the fluid move inside the x 2 = C 
hypersurface and follow the xl lines. Moreover, we 
know from (1. 25) that the vorticity vector is tangent 
to x 3 lines, and we can compute quite easily the accelera­
tion vector U a == H-l H.2 0 ~, which is tangent to x 2 lines. 

This is enough to decide which case listed above is 
realized in our space-times of the first family. In 
cases (1) and (2) the acceleration, if present, is tangent 
to xl lines because the streamlines are straight. In 
cases (3) and (4) the acceleration has the direction of 
the radial line X2, just as in our metrics. We decide that 
case (4) is a better model of our space-time since we 
do not expect that in the presence of rotating matter an 
observer at absolute rest would exist. It means that our 
space- time, when realized nonrelativistically, consists 
of co-axial cylinders rotating around an axis of sym­
metry with different angular velocities. All the physical 
quantities are constant on the surface of a fixed cylinder, 
but they vary from one cylinder to the other. The x 2 -

lines are geodesics orthogonal to the cylinders, xl lines 
are azimuthal circles, and x 3 lines are generators. Now 
we see that the second of the assumptions (1. 30) meant 
just homogeneity in the direction of generators. We did 
not assume axial symmetry, but it resulted from the 
field equations. 

10. PHYSICAL PROPERTIES OF THE SOLUTIONS 
The velocity field has no shear or expansion, but it has 

rotation and acceleration, Rotation produces no red 
shift. According to Ehlers' formula13 the red shift is 
equal to 

(d>..)/>.. = - Ua0l.Xa, 

where i'{ ex = H-IH. 2 0
2 a' and 

0.LxC<== (0'"8- uaUB)Ox B, 

(10.1) 

(10. 2) 

ox i3 being the infinitesimal vector pointing from the ob­
server to the particle sending light signals to him. The 
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TABLE I. Models of rotating matter. 
============================================== 

Lanczos 3 1924 
van Stockum20 1937 
Wright 21 1965 

'Ellis22 1967 
'Krasinski 1973 

Giidel'9 1949 
'Wright21 1965 
*Czsvath30 1965 
*Raval- Vaidya 18 1966 

Ozsvath- Schiicking3 2 1962 
'Ozsvath30 1965 

Ozsvath30 1965 

*Ellis22 1967 
'Wainwright6 1970 
'Ozsvath31 1970 
B ray 29 1972 

'Krasinski 1973 

Maitra 33 1966 Raval-Vaidya1H 1966 
Stewart- Ellis 5 1968 
Wainwright6 1970 

'Krasinski 1973 

Ellis22 1967 
'Wainwright 6 1970 

Stewart- Ellis 5 1968 
'Wainwright6 1970 

Wahlquist 7 1968 Wainwright6 1970 Czsvath31 1970 

red shift given by (10. 1) is strongly anisotropic and thus 
rather not realistic. However, it is not obvious that red 
shift computed with respect to distant sources of light 
would also have such a strong anisotropy. 

It is interesting that p = p(x2 ) and p = p (x2 ), and so 
we have an equation of state p = pep) given in a para­
metric way, which resulted from the field equations. It 
might be unexpected as one usually considers an equa­
tion of state to be independent of the field equations. 
But if the metric tensor depends only on one variable, 
the equation of state is always determined by the field 
equations. 

Now look at (3.4), (3. 5), (3. 7), and (3. 8)-(3. 13). There 
are six independent arbitrary constants-D, M,N, G, b, c' 
entering the equation of state p = pep). In fact, this is a 
large class of equations of state. 

One may expect simpler results when the parameters 
of the hypergeometric function in (3. 10) are such that 
F(., ., . , .) degenerates to a polynomial. J. Plebanski2 8 

even suggested that then it would be possible to obtain the 
equation of state in the form of the van der Waals iso­
therms. 

This question has not been investigated. 

In Type IV solutions if M = 0 or N = 0 then p and p 
obey the poly trope type equation of state p. p- Y = const, 
with [5a - 6 + E(a2 - 3a + 3)1/2J'Y = 6(a - 1), where 
E = + 1 corresponds to N = 0 and E = - 1 corresponds 
to 111 = O. The condition a > 1 implies that 'Y < 0, 
1 < 'Y < ~ or 'Y> t. 

11. A SURVEY OF MODELS OF ROTATING PERFECT 
FLUID OR DUST 

This survey is made in the form of a table. Each 
"cell" of the table represents one solution obtained by 
different authors. A star preceding author's name 
means that he knew his predecessors and did not expect 
to be the first inventor of the solution. There is no star 
at Bray's name in the "Godel's cell" because his solu­
tions, when the electromagnetic field is absent, reduce 
precisely to the metric of Godel, but this fact was not 
indicated in Bray's paper. 29 

For each of the solutions the coordinates (T, ~ , 1), ~) 
from (1. 14), (1. 20), and (1. 21) can be introduced, but 
this might be a subject of another paper. 

No approximate solutions are taken into account. 

A large expansion of this article is currently sub­
mitted to Acta Physica Polonica. 
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The Liouville-von Neumann equation and a useful decomposition of the resolvent of the generator 

of the time evolution operators are obtained in the formulation of quantum statistics by means of the 

pair of Banach spaces (7 C, 8), where 7 c is the space of the "trace-class" operators and 8 is the 
space of all bounded operators, defined on a Hilbert space. 

1. INTRODUCTION 

The theory of "independent subdynamics, " developed 
in Refs. 1- 3, provides a new method to extract the macro­
scopic level from the quantum mechanical description 
of a macroscopic system. 

It provides also a possible way to realize the "em­
bedding" of the new axiomatic description of macro­
scopic systems, recently proposed by Ludwig,4 into 
the quantum theory of N-body systems. 

A similar but Simpler problem is the "embedding" of 
unstable nonrelativistic particles into a Galilean field 
theory, which has been rigorously treated in Ref. 5. 

An important step of the theory of indipendent sub­
dynamics is to set up a decomposition of the resolvent 
of the generator of the time evolution operators by 
means of a suitable projection (see, e.g. Refs. 6-10). 

So far such a decomposition has been found only in 
Hilbert spaces, as in the case 

(a). of a pure states description as in Ref. 5; then the 
generator of the time evolution operators is the 
Hamiltonian operator; and 

(b). of a statistical description in the Hilbert space of 
the Hilbert-Schmidt operators, called the Liouville 
space, as in Refs. 2 and 6; then the generator of the 
time evolution operators is the Liouville-von Neumann 
operator. 

However the "Hilbert space" formulation of quantum 
statistics is not satisfactory, since one must restrict 
observables to be Hilbert-Schmidt operators. 

In the physically interesting applications of quantum 
statistics one deals with the mean values (A) t of 
observables A which are bounded operators; the mean 
values are given by the expression 

(A)t = tr (AW(t)) [W(t) is the statistical operator] 

Then a mathematical structure in which statistical 
descriptions of physical systems can be formalized 

(1.1) 

in a more satisfactory way is a pair of Banach spaces 
which are in duality by the bilinear form (1.1). 

Precisely we shall choose the pair of spaces (TC, 8) 
where TC is the Banach space of all the "trace-class" 
operators, that is of all the operators A defined on .\:1, 
the "states-Hilbert space" of the given system, such that 
tr«ATA)1/2 < OCJ and JH, [or <B(~ll is the dual space of TC, 

that is the Banach space of all bounded operators on .\:l 
(see Ref. 4). 

In such a formalism the space of observables is much 
"wider" than the Liouville space, and on the other side 

132 Journal of Mathematical Physics, Vol. 16, No.1, January 1975 

the space of the statistical operators is as " smaU" as 
posSible, since the linear manifold spanned by the 
statistical operators is exactly TC (see Appendix). 

Moreover, the choice of the pair of spaces (Tc,R) is 
suggested by the axiomatic foundations of quantum 
mechanic proposed by Ludwig in Ref. 11. 

In this paper we use the pair of spaces (Tc,lB) to re­
write the Liouville-von Neumann equation (Sec. 2) and 
to find the decomposition of the resolvent of the genera­
tor of the time evolution operators (Sec. 3). 

2. LIOUVILLE-VON NEUMANN EQUATION IN TC 

Let .\) be the Hilbert space of the states of the given 
quantum system, H = r" 00 AdE A the Hamiltonian, 

• -00 

U(t) =: exp(-iHt) = r+ co 
exp(--iAt)dE A the time evolution 

operator. . -00 

It is well known that the family of operators U(t) is a 
strongly continuous group of unitary operators on ~. 

LIST OF SYMBOLsa 

(A) The symbol =: stands for "defined as: " 

(B) Let X be a Banach space: 
X+ is the dual space of X. 
<J, g) f ,= X+, K co X is the functional f applied to ~ 
(\\(x) is the algebra of all linear bounded opera-

tors on X itself. 
e()O is the set of closed operators from X to 

itself . 
5 ", X denotes that 5 is a subspace (that is a 

closed linear manifold) of X. 
5" (5 c. X) is the set of all] ,.' X+ such that 

(f,g)=O ·IK s. 
(e) let A be a linear operator defined in a Banach space: 

!D (A) is the domain of A. 
CR(A) is the range of A. 
A + is the adjoint operator of A, if it exists. 
A is the closure of A, if it exists. 
S (A) is the graph of A. 
nul (A) is the dimension of the null space of A. 

(D) Let:\J be the Hilbert space of the system and A, B two operators 
defined on :\J: 
(J,g) f,K":\J 
«A, B)) 
'iAF 
"Ai 2 

iAII, 
h,IE(.\;» 

ac 

TC 

is the inner product in ,iJ. 
stands for tr (A' E). 
is the usual norm of A. 
stands for (tr (AT A))1!2 = ... {(A--;Il.l). 
stands for tr «A' A) 112). 
is the algebra of all bounded operators on 

iJ. Its norm is 1'·:1. 
is the Banach algebra of all completely 

continuous operators on S:.1, 
Its norm is I,'. "" 

is the Hilbert space of all Hilbert -Schmidt 
operators. Its inner product is ((".)). 

is the Banach space of all the "trace-class" 
operators. Its norm is ". I 1 . 

C.O.n.s. stands for "complete orthonormal system." 

" For other notations see Lemmas A I-A 5 in Appendix. 
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Let us now consider the "corresponding" time evolu­
tion operator in the TC space: 

'U(t): TC ~ TC 

'U (t)A =: U(t)AU+ (t), V t, V A E TC 
(2.1) 

(we recall that the product of any bounded operator with 
any operator in TC is an operator in TC). 

From the definition of '11 (t) it follows that: 

1. '11 (t) is a group of operators on TC, 

2. "It, 'U(t) is an isometric operator, 

3. 

4. 

"It, ffi('U U)] = TC, 

'U (t) is weakly continuous at t = O. 

Let us prove these statements: 

1 . It is immediate. 

2. Let {f n} and L~;) be any two c.o.n.s. in .\j; 
since "It, U(t) is an unitary operator on .);>; 
the mapping{f

n
} -> {U+(t)j~} is a bijective mapping of 

the set of all c.o.n.s.in.);> onto itself. Then we have: 
I: I (U(t)WU+(t)fn,g)1 = 61(wu+(I)jn' U+(t)g) 1 ", !!wl l

1 • 

That is V c.o.n.s.Un} and {gn}, 61 (U(t)WU+ (t)fn, gn) 1 is 
convergent for every fixed I and we have 

II'll (t) w'11 = II U(l) WU+ (t)II1 = l.u.b. (6n 1(U(t)wu+ (tUn' gn) I 
Ifn }, {lin} 

= l.u.b. (I: I(WUn' v,,)1) = !IW!11, 
{Unl,{Vn } 

where the l.u.b.extends over the set of all c.o.n.s. in.);> 
(Ref. 12, 1. 2. 4). 

3. It is immediate. 

4. To show the weak continuity of 'li(l) at t = 0, we have 
to prove that V A E H, V W E TC 

tr ('U(t)WA - WA) -> 0 for t -> 0 

Indeed, V We TC and A E 1B let us choose a c.o.n.s. in 
Ou 

.p, such that I: 1/ II W1)1 < CD. 
1 

Of such a c.o.n.s. there exists at least one (Ref. 12, 
1.2.8). Then 'IE > 0, 3N1(E) > 0 such that for 
N ~ N1 (E) we have 

00 

I: n II W+fn II ", E/311AII 
N+1 

and '1 E >0, 3N 2 (d > 0 such that for N ~ N 2 (El we have 

I f: n (WAfn'/n)i'" E/3. 
N,l 

Let N = max(N l' N 2 ); "IE> ° :3 0E > 0 such that "In == 
0, 1, ... , N and "It, It I < 6. , we have 

I(WU+(t)AU(t) -WA)fn!l", E/3N 

since U(t) is a strongly continuous operator at I = O. 

Then v t, I tl < 0, we have 

I tr (U(t) WU+ (t)A - W A) 1 = 1 tr(Wu+ (t)AU(I) - WA) I 

N 

,s; 16 n ([Wu+(t)AU(t) - WAJfn'!)/ 
100 00 

+ 1 ~ n(WU+(t)AU(IUn ,!) I + I 6 n(WAfn ,!) I 
_ N-1 N+1 
N 00 

,s; y n II (WU+ (t)A U(t) - WA)j nil + _6 nil u+ (t)A U(tU" II 
00 N+l 

'1 W+j) I + t ,s; ~ E + IIA!I ~ n II W+fn II ", E-
Nd 
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(We recall that the trace of an operator in TC is inde­
pendent of the choosen c.o.n.s.) 

Now using the general theory of semigroups and the 
properties 1-4 above, it follows that the semigroup 
'li(t), t > 0 verifies the following statements: 

(A) '11 (t) is strongly continuous at t = 0, that is 
V WE TC Ii '11 (t)W - will -> ° for t -> 0+ (Ref. 13, 
Theorem 10.6.5.). 

(B) '11 (t) is strongly continuous for t ~ 0 (Ref, 13, 
Theorem 10. 5. 5). 

(e) 
'U (1)) - TI TC 

Let A ==: and 
~ 1) 

- i * =: lim A~, 
11-0 T 

(2.2) 

then M is a linear operator densely defined in TC, gen­
erally unbounded and -i * is the generator of the semi­
group 'U(t) (Ref. 13, Sec.10. 3). 

(D) We have VW E :D(*) 

s- d~ '11 (Ow =-iM'U(OW ==-i'U(OMW. (2.3) 

(E) M is a closed operator (Ref. 13, Theorem 11. 5.1). 

(F) Every z with 1m z "" 0 belongs to the resolvent set 
of iK. 

Proof: first we have (Ref. 13, Sec. 11. 5 and Theorem 
12.3.1) every .\ with Re.\ > 0 belongs to the resol­
vent set of - i iK and it holds: 

1 00 

---= r. e-Ax'U(x)dx 
.\+ilK '0 

(2.4) 

(2.5) 

Then, let us consider the semigroup 'D (f), 

'D(t): TC ~ TC, 'O(f)A =: U+(t)AU(t), VA ETC, t > O. 

The statements 1-4 and (A) - (F) obviously hold for the 
semigroup 'D(t) also. 

Let - i 5k be the generator of 'D(t). 

Then 

'0(7]) - I '11(7])-1 - li 
- ilK =: s-lim re = s-lim rc 

~~O+ 1] ~-, 0+ 1] 

. '11(7]) - K TC 
= - s-hm '11(1])-1 . 

~~ 0+ 1] 

But s-lim '11(1])-1 = Ire' so we have M = - M, then 
1]-)0 0+ 

every .\ with Re.\ > ° belongs to the resolvent set at 
ilK and (2.4), (2. 5) still hold for the operator ilK. 

Finally, every z with 1m z "" 0 belongs to the resolvent 
set of IK and we have 

lilK ~z II ,s; II~zl' Imz "" 0. 

(G) V A ETC, V E > 0 we have 

1 1 f< (we iE 
'U(t)A = lim -2 . t dw . dz exp(-izt) 

€ -00 1Tl sO' - w+t€ 

(Ref, 13, Sec.lI. 7-E. 7). 

(2.6) 

_l_A 
iK-z 

(2,7) 
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(H) \I A E !D(>K), \I E > 0 we have 

1 rW'iE 1 'U (t)A = lim -2' . dz exp( -izt) --- A 
w ...... oo 1ft '-W'IE JK-z 

(Ref. 13, Sec.ll. 7 -E. 6). 

(1) V C E :D(>K) we have 

iKC = [H, C] 

In fact, \I C E :D( >K) and V j E: \l it holds that 

II(U(t)cu+t(t) - C + i>KC) fii 

II 
U(t)C U+ (t) - C II 

'" t + i>KC litfll-> 0 

(2.8) 

(2.9) 

for t -> 0+ 

since V f E :D(H), lim t_ o+ U(t)C[(U+ (t) - n )/lJf = iCHj 
[we recall that - iH is the generator of the group U(I) 1, 
then 

U(t) - n~l 
lim t Cf 

t-O-t-
(

. U(t)CUt(t) - C .) 
= 11m t j 

t --0+ 

- (lim U(t)C Uc(t) - n~l f) 
1-0, t 

= -i(>KC)j - iCHj. 

Thus C j (~ !D(H) and it holds that 

fICj = (>KC)j + CHj, v f ~ :D(H) , 

Now )1{ C ETC, then it is bounded and )K C ::J [H, C); 
thus [H, q is a bounded operator, its domain is dense in 
TC and>KC = [H, CJ. 

(J) let W(t) =: 'U (t) W(O), applying (2.3) and (2.9) to 
W(t) one has the Liouville-von Neumann Equation in the 
TC SPace: 

s :t W(t) = -i>KW(t) = -i[H, W(t}] (2.10) 

(K) since :D(>K) is dense in TC, >K + exists and it holds: 

[>K~J + = >Kt~z 
Then even the spectrum of )K+ is contained in the real 
axis: >K' is obviously a closed operator on E, but its do­
main is not necessarily dense in JB , since the TC space 
is not reflexive. 

(L) \I A c :D(>K), we have 

A F :DC()w) and >KtA = >KA. 

In fact, V A, B (cC :D (rK) we have 

(B, - i>KA) 

~ 'U(t)A - A) ( 
= tr (B+ lim t = lim tr B' 

t~OT t ...... Or 

(
B cU(t)AU'(t) WA) 

= lim tr ---
/40, t I 

(
'iJ'(t)B'U(t) - B'! ) 

= lim tr t A 
t~O, I J 

. [~U'(t)BU(t) - B)t J 
= hm tr I A 

t-O+ 

[ (
'1J(t)B -B)' J 

= /~~ tr t A , 
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(2.11) 

'U(t)~ - A ) 

since 

Then 

. [('1J(t)B - B)t ~ hm tr A 
/~o+ I 

= lim <'1J(t)1! ~J!, A) 
I +0 I 

< 
'1J(t)B - B ~ 

= lim I ,A = (i)!).B,A). 
/~o-

Hence it follows the statement. 

3. DECOMPOSITION OF THE RESOLVENT 1/(/K - 2.) 

Let CP be a projection operator defined on TC with 
range S. 

Assume that CP verifies the following properties: 

1.1 VAEcTC CP'A=CPA 

Now let us consider the operator 

By I. 2 above, iK is densely defined. 
Moreover, let us suppose iK verifies 

I. 3 lR(iK - 2.) = TC, Im " -" O. 

Afterward we consider the operator 

>K' =: CPjK +iKCP +)~ - <PiK<P. 

Obviously IK ::J II\' and iI,' is densely defined, by I. 2. 
Furthermore, let us suppose 

I. 4 CR(iI(' - 2.) = TC, Imz '" O. 

We make some remarks on the assumptions I. 1-1. 4: 

(1) If II, (l> C CJl,(TC), assumptions 1. 2 and I. 4 are an 
obvious consequence of equation II, = lIZ'. 

(2) Assume the subspace 0 be finite dimensional. 
Then assumptions I. 2 and 1. 4 may be changed with the 
assumption 

I. 2' S ( :D(iK). 

In fact, if I. 2'holds lIZ CP c ffi(TC) and by the former 
remark, 1. 2 and I. 4 are verfied as well. 

Vice versa if I. 2' does not hold, we have S = SiT 
where S =: :D(/K) (l 0 and <f is a suitable linear manifold 
different from {o f . 

ObViOUSly) <f n :D(iK) = {Or and so :D(iK<P) I' <f = {OJ, 
hence :D(iI\CP n 'T = ·:O}. That is I. 2 does not hold. 

Moreover, as regards assumption 1. 1 we note that 
S is a subspace of the Hilbert space oc as well, and 
therefore a unique orthogonal projecti.on 4ls of oc on 
S does exist. The restriction Qs of (h to TC is ob­
viously a projection of TC on S, that verifies 1. 1, and 
we may consider Qs instead of CP. 

In the f.ollowing we shall give some properties of the 
operator iI~: 

(et) if( is closable. 
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Proof: * and then JK (H TC - <P) are densely defined, 
therefore [JK( n T C - <P)]+ exists and it holds that 

[JK(n -cp)]~::J (n -CP)+)K~ 
TC TC -

Thus (I T C - cp) r JK r is closable and by (2. 11) and 1. 1 the 
restriction to TC of (H TC - CP) ~JK r is (R TC - ;Pi JK. 
Hence by Lemma A. 3 (in Appendix) (R TC - cp) JK is also 
closable. * is then closable because it is the product of a 
closable operator with a bounded operator. 

(13) 1;1 A E: :D(li) we have 
~ ~ 

JK+A = >KA 

Proof' ;i{+::J (B -(P)~>K+(1l _(PiT w· TC rc 

and 

(3. 1) 

The statement follows immediately by (2.11) and 1.1. 

(y) (iK - z)-l exists 1;1 z, 1m z ;" O. 

Proof: Let A E: :D(iK). Then 

!I(>K -z)Allf 3 II(li -z)AI!~ 
= i'(>K - Re z)A!I~ + 11m z 1211AII~ 
3 I 1m z I 211A If ~ > 0 

when 

A '" 0, 1m z ;" O. 

(15) (X<-z)-lexistsl;lz, Imz"'O. 

A Proof: Assume An (ee :D(iK). IIAn - A I: 1 -) 0 and 
lie IK - z)An111 -) 0. 

Let us suppose ab absurdo A '" 0. 14 

Then 

thus 

IIA)i2 --> IIAII 2· 

By (y) we have 11(% -z)Anll} 3 IImzIIIAn!12' 
Hence 

0= lim II(iK-z)A n I1 1 3 lim IImzlllAn ll 2 
n~~ n~OO 

== 11m zillA 112 => A = 0. 

(d VZ,Imz ;,,0, 

(X< - z)-1 E: <B(TC) 

Proof: From above it follows that 

CR(% - z) ::J CR(lK - z) = TC. 

Then applying the closed graph theorem, we have 

(IK - 2)-1 E: <B(TC), 1;1 z with 1m z ;" 0. 

(3.2) 

Besides (5K - Z)-1 ::J (5K - z)-1 and :D( (iK - z)-1] = TC 
hence 1t follows the statement. 

We~ remark that from (iK - z)-1 E: <B(TC) it follows 
that JK is a closed operator. 
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Let us now define the following operators: 

1 
'Jr. 1(z)=CPIK(RTc-(») -~-- ([TC-(»)' Imz '" 0, 

JK - z (3.3) 

Imz '" 0, 
(3.4) 

Imz '" 0. (3.5) 

Now we will prove the following properties for such 
operators: 

1. 'Jr. 1 (z) E: <B(TC). 

Indeed, 
1 

(1 TC - (») -~-- (ITC - CP) E: <B(TC), JK E: e(TC), 
IK - z 

hence IK ([ TC - (») (iK - z)-l (ll TC - (p) is closed, but since 
its domain is TC, then it is a bounded operator as well. 

Therefore also 'Jr. l (z) E: <B(TC). 

2. ~(z) is a closable operator. 

In fact, V z:D(~(z)) = :D(iKCP) then ~(z) is densely 
defined. 

So ~~(z) exists and [~J1L+(z)]TC ::J ;m:(z), by (2.11), 
(3.1) and 1. 1. 

Hence by Lemma A3 (see Appendix) ;m: (z) is closable 
1;1 z, Imz >" 0. 

3. I;Iz,Imz>"O,wehave 

'Jr.l(z) - <p = [z +~(z)JCP _1_. (3.6) 
IK - z 

Proof: If C E: :D(JK'), one gets 

(IK - z)C = (li - z)C + «(P IK + IKCP - (PIK(»)C. 

Hence 

_~_l_ ()K - z)C = C + +- (CP)K + IK(P - (»IK(\J)C 
IK-z )K-z 

and setting C' = (IK - z)C one has 

__ 1_ C' _ _ 1_C' + _I_ 
i< -z - iK-z iK-z 

X(CPIK +)KCP-(\JIKCP)_1_ C ' (3.7) 
IK - z 

Since each Qf the three terms of the last equation be­
longs to :D()K), we have 

(P1K([rc-(P)~ C' 
)K - z 

= (\J)K(H rc - (p)_I_ C' 
)K - z 

+ (PIK(H - cp) _~_1_ (n - (P)IK(P _l_c' 
TC iK _ Z TC iK - z 

+ <P)K(1 - CP) _~_1_ (\J1K_1_ C' 
TC )K-z )K-z 

and since 

(P1K(I rc - (P) _1_ == (P + ziP _1 __ <P>KCP _1_ 
)K-z IK-z IK-z 

and 
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1 1 CPiK(ll - cp) -A-- CPiK -- C' = 0 
TC iK-z iK-z 

because (X TC - cp) commutes with 1/(5K - z), one has 
at last 

[:rr1 (z) - CP]C' = [z + ~ (z)]cp iK ~ z C', 

V C' E CR()I{' - z). 

By 1. 4, CR(iK' - z) = TC, and by :rr1 (z) E (B(Te) it follows 

:rr1 (z) - CP = [z + ~(z)]<P [l/(iK - z)]. 

Noting that (i', .& c e & if (i', is a closable and & a bounded 
operator, it follows the statement. 

4. If 1m z ;<c 0 one has 

CR(~(z) + z) = TC. (3.8) 

In fact, using (3. 6) one easily gets 

- 1 
(Il = -(z + ~(z))cp-- CP. 

iK - z 
Hence 

(X TC - CP) = (z + ~(z) (I TC - (Il) l/z 

and 

l! - X - (Il + (Il 
yc - TC 

- 1 - 1 = (z + ~ (z»<P -- (Il + (z + ~(z»)(X rc - <p) -, 
M-z z 

then it follows (3.8). 

5. (a) Imz > O,lmA > 0 =>::=J (A +~(z»-1 

(b) Imz < O,lmA < 0 =>::=J (A +~(z»-1 

Proof: 

(3.9) 

(a) Let us consider the operator z:m(z). i~(z) is a 
densely defined operator in TC, hence, by Lemma A. 4 
(see Appendix), it can be considered as a densely de­
fined operator in ac. 

i~ (z) is a dissipative operator in ac; in fact, by 1. 1, 
(2.11), and (3.1) we have vC E ~(~(z» = ~()1{<p) 

Re(C,i~(z)C) =-Imzll+- (X Tc -<P)iK<PcI1
2 
~ O. 

M -z 2 

i~(z) as operator defined in ac is closable, and its 
closure i~*(z) is a dissipative operator (Ref. 15, 
Lemma 3.3,3.4).16 

Then it exists (fJ + i;5i't(z»-1 V fJ, Re fJ < 0 (Ref. 15, 
Lemma 3.1), and (/-I + i~*(z»-1 :J (J-l + i5rr(z»-l 
(Lemma A5 in Appendix) -where :J is the ordinary 
relation of containment between operators defined in 
ac. 

Thus nul[fJ + i<Jil(z)] = 0 

From this equation it follows that (fJ + i~ (z))-1 exists 
and that generally it is an unbounded operator defined 
in TC. 

We could easily proove that (11 + i~(z))-1 as operator 
defined in ac is on the contrary bounded. 

(b) The proof is exactly the same as the former one, 
where in this case -i~(z) is a dissipative operator 
in ac. 
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6. V z, Imz,c 0 one has 

~ E (B(TC) 
z +~(z) 

(3.10) 

The proof follows immediately from (3.8), (3.9) and 
from the fact that {l/[z + ~(z)]} E (i',(TC). 

7. V z, 1m z ,c 0 one has 

1 (:rr (z) - <p) == <p_1 -
z + 5rr(z) 1 )K - z 

(3.11) 

The equation follows immediately from (3.6) and (3.8). 
As a consequence of (3.11) we have 

_---=-1 __ <P == _ <P _1_ <P 
z +~(z) iK-z 

_--.:1~_ :rr
1 

(z) == <P _1_ (X TC - <p) 
z +~(z) IK -z 

8. ~(~(z» is independent of z and 

~(5rr(z)) =: {C E Tcl<pC E CP~(iK)}. 

Proof: Let 6 ==: {C E TC I <PC E <P~(iK)}. 

(3.11') 

(3.11") 

By (3.11') and (~(z)<P - ~(z» CO it follows that 

<P 1 = _ <P _1_<p. 
z + <Jil (z) iK - z 

Hence 

CECRC+~(z») 
==> <PC E CR (-cp iK ~ z <p)c CR (<p iK ~ z) == CP~(iK). 

Thus 

C E ~(<Jil(z» ==> C E 6. 

On the other hand, by (3.11) it follows that 
C E 6 ==> <PC E ~<Jil(z)). Besides, VA E TC (X TC - <P)A 
E ~(<Jil(z» and <Jil(z) (n TC = <P)A == O. Then C E 6 => C 
E ~(<Jil(z» and <Jil(z)C == ~(z)<PC. 

Therefore, ~(<Jil(z» = 6. 

9. :rr2(z) is a closable operator, and ~(:rr2(z» is in­
dependent of z. 

In fact, [:rr{(Z)]TC :J :rr2(z) and [:rrt (Z)]TC is closed 
by Lemma A2 in Appendix. 

The second statement is an immediate consequence 
of the equation 

[ 
1 

:rr2 (z) = n TC + (z - z') (ll TC - <p) .. --J :J[2 (z'). 
)1( - z 

10. V z, 1m z ;<c 0 one has 

1 1 
(X TC - (Il) -- = (llTC - <P) -A-- (ITC - <p) 

iK-z iK-z 
-- 1 

- :J[2(Z) z +~(z) [:J[1(Z) Orc - (Il) - <P]. (3.12) 

Proof: By (3.7) one gets V Cl E CR(iK' - z) 

(ll - (Il) _1 - C1 = (X - <P) _~_l_Cl 
TC iK-z rc iK-z 

- [ell - <P) __ 1_ (I - (Il)iK<P]_1-Cl 
rc JK _ Z rc iK - z 
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and taking into account (3.4) and (3.11), we have 

(l - (P) __ 1_ C1 = (1 - (P) _A_l_ C1 - '.'fI (z) _--:::1 =---
rc )K- Z TC )K _ Z -'"2 Z + :m(z) 

Since (D TC - (P) ------
[ 

1 1 ] E ()3(7C), we have also 
)K-z )K-Z. 

Hence 

:JL 2(z) 1 [:JL 1 (z) - (P] E ()3(7C) 
Z + :m(z) 

(3.13) 

and (3.12) holds. 

11. Taking into account the analyticity of the resolvent 
operator, in the two half -planes 1m z > 0 and 1m z < 0 
we have: 

(a) JL 1 (z) is a holomorphic operator-valued function. 
This is an immediate consequence of the equation 

(b) 'Cj A E :D()K(P) = :D(:JL2 (z)) == :D('Jrr(z», JL 2 (z)A and 
:m(z)A are holomorphic vector-valued functions. The 
holomorphism of :m(z)A follows immediately from the 
equation 

(c) The following operator-valued functions are 
holomorphic: 

1 (P 
? + :m(z) , 

By (3.10) and (3.13) it follows that all these operators 
belongs to ()3(7C). 

The statement then follows from (3.11'), (3.11"), and 
(3.12). 

Now we put 

</J(t) =: (P Wet) == <P'U(t)w(O) 

and 

r(t) ==: (ire - <p) Wet) = (D TC - (P) 'U(t)W(O), 

where W(O) is the statistical operator at time t == O. 

By (2.7) we have the follOwing equations for ¢(t) and 
r(t): 

1 1 1< r W+;f 1 ¢(t) == lim - T dw . dz exp(-izt) (I> -- W(O), 
{~oo 211i" 0 . -W+l( )K - z 

r(t) == lim 
.~oo 

1 1 (t f W+if 
- - ), aw dz 
27Ti ~ 0 -W+if 

X exp( -izt) (ITe - (1)) _1_ W(O). 
)K -z 
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(3.14) 

(3. 15) 

Taking into account Eq. (3.11) and (3.12) we have 

1 1 J ( W+if cpU) == lim - - tdw . dz 
t ~oo 27Ti ~ 0 . - w+ If 

X exp(-izt) 1 [<P-JL1 (z)]W(O), (3.16) 
z + :m(z) 

1 1 rtf wTiE ret) == lim -2 . t !. dw dz 
t-+oc 1ft <, • 0 - w+i£ 

( 
1 -

x exp(-izO (nre - <P)-- (lITe - <P) - JL 2(Z). 
)K-Z 

X 1 [:JL 1(z)(lTc- CP)- CP1)W(0). (3.17) 
z + :m(z) 

With the simplifying condition 

<teO) = <PW(O) == W(o), (3.18) 

one gets the following equations: 

1 
¢(t) =-2 . 

1ft 

1 rt (W+if 
lim - ), dw dz 
s -00 ~ 0 . - W -t' i E 

X exp(-izt) 1 <teO), 
z+:m(z) 

(3.19) 

1 1 rtf W+if ret) == -2 . lim t !. dw dz 
7rZ ~ -00 ':, • 0 - w + i (, 

X exp( -izt) (-JL 2 (z) 1 ) </J(O). (3.20) 
z +:m (z) 

We remark that, by (2.8), if W(O) E :D()K) one may re­
place lim (1/0 (1/27Ti) {<dw·· . with (1/21Ti) lim ... 

t -00 ~ 0 w-oo 

in all Eqs. (3.14)-(3. 20). 

Equation (3.19) is a closed time evolution equation 
for ¢(t). 

It is easy to check that ¢ (t) obeys the so called 
generalized master equation. 

From a more general point of view Eqs. (3.16), 
(3. 17) supply a starting point to develope the theory of 
independent subdynamics in the formalism of the pair 
of spaces (7c,lB). 
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APPENDIX: REMARKS ON THE TRACE-CLASS 
OPERATORS 

Let s;, be a Hilbert space. 7C is the linear space of all 
linear bounded operators defined on .p such that 
tr«A"A)1/2) < ro. . 

Putting 'Cj A E 7cIIAII1 =: tr{(A+A)1/2), 7C becomes 
a Banach space (Ref, 17, 3, Theorem). 

Let oc be the Hilbert space of all Hilbert-Schmidt 
operators defined on s;,. 

'r/ A E 7C we have A E oc and IIAII ~ IiAii2 ~ ilAlil if 
IIAII2 is the norm in oc (Ref. 17, 3., Theorem 4). 

Let C be the linear space of all completely continuous 
operators on s;,. 
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C is a closed linear manifold of B = ffi(S)); so it is a 
Banach space if the bound of an operator stands for its 
norm. 

The following statements are true (Ref. 17, Chap. 4): 

(1) If ~ is infinite dimensional, then C is not the con­
jugate space of any Banach space. 

(2) The dual space of C is TC. 

Every bounded functional on C may be represented by 

£(B) = tr (NB) , B cc C, 

where A is a suitable "trace-class" operator. 

(3) The dual space of TC is !~ . 
Every bounded functional on TC may be represented by 

£(W) = tr (B+W), TV lTC, 

where B is a siutable bounded operator of ll~ . 

(4) The dual space of!;; is TC (£I C 1. , that is every 
bounded linear functional 5' on IHi may be represented in 
one and only one way in the form IT = IT I + IT 2 where 
5'1 E Tcand ;}'2 ~ Cl.. Moreover, I';},:: = PIT 1 :: + I fl 2 1i. 

Some other remarks on the TC space: 

(a) if.\.1 is a separable Hilbert space, TC is a separable 
Banach space. 

Indeed, let (j) \j/ (ip, lj; ,- .\j) be the operator defined 
as 

'icp,lj;'~ .~) we have cp lj; eTC. 

If {II i:' is a countable set of vectors which is dense in .~), 
one can easily ~ee that the set {u i N it k} is dense in the 
set of all cp c-~ lj; in the sense of the topology of TC. The 
statement follows immediately from the fact that the 
linear manifold spanned by the set of all <jJ G-9 \j/ is dense 
in Te. 

(b) TC is the linear manifold in ~~ spanned by the statis­
tical operators. 

In fact, every "trace -class" operator is a linear com­
bination of two self -adjoint operators which belong to 
TC, everyone of which in turn is the difference of two 
positive selfadjoint "trace-class" operators. 

Finally, for every self-adjoint, positive, trace-class 
operator D we can obviously write LJ = tr LJ (LJ/tr LJ) and 
D/tr D is a statistical operator. 

We now prove some useful lemmas: 

Lemma A1: 

(a) S <1 B => S n TC <1 TC, 

(b) s <1 R, => S n ac <1 ac, 

(c) S <1 (JC ==:> S n TC <1 TC 

We will prove (a) only, the other ones can be proved in 
the same way: 

{An} C S n TC, A ~-: TcIIA" -- AliI -) 0 

138 

=> A ( !I, l'An -A\I :S 1IAn _-AI: 1 , 0 

=> A ,-, S => A r S n TC. 
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Let g' a linear operator defined in lB. We will denote 
with IT TC the restriction of IT to the linear manifold 
:D(;}, T) =: {A IA .'C :D(;}') I-I TC, ;}'A Cc TC}. We note that 
:D(rr TCl may become to} and that 5' ffi (8) does not 
imply :I

TC 
C ffi(Te). 

Leillilla A2 

Proo!,: LetlA ,,} :D(:I rc) and A, B Ec TC. 

Assume besides that ::An -AliI -->0 and :1:ITeAn -Bill 
'0. Then :IAn _AI, ~ \IAn -Al!I->Oand 1!5'TC A n -BII 

'- I::I TcLl" - Bli 1 -> 0; therefore, A ,= :DUn n TC and 
flA = JJ thus A :D(:I Te) and :ITC A = B. 

Lemma A3: Assume (] is a closable operator in 
F. , fr T C is a closable operator as we 11. 

Proof: 

J c IT ( 8(iln => :I Te C (fr)TC l <S (Te), 

thus :I TC can be extended to a .c losed operator, then it 
is (' losable. 

Le/l/J/la A4: Let R be a linear manifold dense in 
TC, then R is also a linear manifold dense in ac. 

Proof: Let us denote the closure of R in ac with 1[* 

VA ( TC. l:-,l,J , R such that ]iAn - AI' 1 -. O. 

But A" -AI'2 ," I:A" -AI'I -,0 thus A c R* and then 

R* ,; TC and R * :::J 7(.* = ac that is R* = DC. 

Corollary: Let:I be an operator densely defined in 
TC. then g: is also densely defined in ac. 

Lentllla A5: Let 5 be a closable operator defined 
in TC and g: be its closure. If :I considered as an opera­
tor defined in (JC is closable, then it holds that 1f * :::J 1f, 
where 1f* is the closure of g: considered as operator 
defined in oc and the relation ~ is the usual one between 
operators defined in oc. 

Proof': Let us suppose that (~) c.: S (;n. 
Then 

with 

but 

thus 

and then 
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On some nonlinear evolution equations in quantum field 
theory 
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The field equations of a fermion field with a scalar self-interaction are studied in a three- and 
four-dimensional space-time. The Faedo--Galerkin method is used to prove the existence of a 
sequence of approximated solutions which converges in a suitable topology. In a different topology, 
the existence and uniqueness of a local solution is proved using the contraction principle. 

INTRODUCTION 

In the past few years, very important results have 
been obtained in constructive Hamiltonian field theory: 
Following mainly the path proposed in the middle six­
ties by Wightman, 1 nontrivial quantum fields have been 
proved to exist, satisfying the Wightman axioms. 2 

Another approach, which consists in studying the field 
partial differential equations, is possible; indeed, there 
is no a priori reason to prefer the Hamiltonian approach 
to the one through field equations. However, a very good 
practical reason for doing so becomes apparent if we 
think of the well-known Wightman's theorem,3 according 
to which in a local quantum field theory with a unique 
vacuum and positive nontrivial spectrum all bounded 
operator fields (i.e., functions) are trivial-or, inform­
ally stated, "fields must be distributions." As a con­
sequence, in the approach through field equations we are 
concerned with the problem of defining, and of dealing 
with, nonlinear functions of distributions, appearing as 
nonlinear terms in the field equations. This problem 
was studied by Segal,4 who obtained remarkable re­
sults. 

A different way of overcoming this difficulty could 
consist in developing the following program: 

(i) writing down and giving existence and unique­
ness theorems for the Cauchy problem relative to 
field differential equations, where the field is taken 
to be an operator-valued function; 

(i i) letting the C auc hy datum converge to a di stri­
bution, and proving that the solution correspon­
dingly converges to a distribution, to be taken as 
the field of physical interest. 

This program has been recently put forward by 
Dell 'Antonio. 5 Independently, Salusti and the present 
author were able to prove a global existence and 
uniqueness theorem for the field equations of the Thir­
ring and Federbush models. 6 

In the following (as it was the case in Ref. 6) we shall 
be concerned only with item (i) of the above program, 
or, in other words, we shall always be dealing with 
operator-valued functions; in particular, the solutions 
of the field equations we will study are operator-
valued functions. We shall speak sometimes of "fields," 
but it should be clear from the outset that, according 
to the above remarks, this term is not to be taken in 
the usual sense in the present context. 

Some comments are in order. To our knowledge, no 
rigorous results are known on the link between the 
Hamiltonian and the field differential equations 
approach. We remark that, in item (1) of the above 
program, the solution of the field equation is not re­
quested to have physical properties (causality, for 
instance); instead, these properties should be recovered 
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after proving the existence of the limiting distribution 7 

[item (Ul]. Similarly, the solution is not (1 pYiori re­
quested to have definite covariance properties; instead, 
one asks under which conditions the nonlinear semi­
group obtained solving the field equations would give 
rise to the time evolution implemented by a (approxi­
mate) Hamiltonian. 7 In a sense, one might expect to 
obtain via the above program a more general class of 
solutions than the ones given by the Hamiltonian forma­
lism; these (the only ones of physical interest) could 
be singled out imposing the physical requirements. 

To summarize, it seems to be interesting to study 
field differential equations (which at the present stage 
enter in quantum field theory only as identities satis­
fied a posteriori by the fields constructed via the 
Hamiltonian formalism). The present paper is con­
cerned with item (1) in a particular nontrivial model, 
with the purpose of testing the feasibility of t.he above 
program. 

1. STATEMENT OF THE PROBLEM AND RESULTS 

In the present note we are concerned with the follow­
ing Cauchy problem in three- and four-dimensional 
space-time: 

(1. 1) 
t/l( 0, x) = t/I o(x) . 

The above problem describes, when «, = 0, a fer­
mion field with a scalar self- interaction, and seems to 
be the most straightforward generalization of Thirring's 
model to a higher number of space-time dimensions. 
The quantities t/I(t, X), qJ (t, x) are functions which take 
values in B(X), the algebra of linear bounded operators 
on the Hilbert space X; In, g are real constants. As in 
Ref. 6. no assumption is made about commutation or anti­
commutation properties, or causality. By adopting a 
particular representation of the Dirac matrices ylJ, the 
problem (1. 1) can be rewritten in explicit form as in 
Eqs. (4. 2) (four-dimensional case) and (4.12) (three­
dimensional case). 

In the present case, the earlier adopted semigroup 
methods6 turn out to be not useful; thus we develop a 
modified version of the Faedo-Galerkin method par­
ticularly fitted to our problem, or we make use of the 
Banach fixed point principle. In this way we are able to 
prove the existence of a (nonunique) sequence of global 
approximated solutions, converging in a sense to be 
specified below, or, in a different Banach space, the 
existence of a unique local solution. 

In Sec. 2 we give a short outline of the Faedo-Galer­
kin method, as well as the Banach fixed point principle. 
In Sec. 3 we introduce some function spaces and state 
their prinCipal properties. In Sec. 4 the Faedo-Galer-
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kin method is applied to prove the existence of the 
above referred sequence of approximate solutions. In 
Sec. 5 we use Banach's fixed point principle and some 
semigroup techniques to prove the existence of a local 
unique solution. Section 6 is devoted to concluding re­
marks. 

2. MATHEMATICAL TOOLS 

For convenience of the reader we give a short account 
of the main mathematical techniques which will be used 
in what follows. We first review briefly the Faedo­
Galerkin method, stressing particularly its relevance for 
the theory of abstract evolution equations. In this res­
pect see Refs. 8, 9. 

Let X denote a separable normE,)d space with the basis 
{xj}; denoting by Xn C X a subspace spanned by the vec­
tors Xl' X2' ... , Xn, we can state the Faedo-Galerkin 
method as follows. Suppose we are interested in the 
equation F(x) = 0, where F: X -7X' is a mapping from 
X into the dual space X': An approximate solution is 
found in the form 

n 

XII = ~J anjXj' 
1 

the coefficients anj satisfying the system of equations 

i = 1, ... , n. (2.1) 

In general, (y,x) is the value of the linear functional 
y E X' on the vector X EX. 

The system (2. 1) is equivalent to the equation 

(2.2) 

where Pn is a projector from X to Xn and Pn* is the con­
jugate operator of Pn • The solutions of Eq. (2. 2) are 
called Faedo-Galerkin approximations. In the particu­
lar case F: X -7 X, the Faedo-Galerkin approximations 
are solutions of the equation F(x) = 0 restricted to the 
subspace Xn' i.e., 

(2.3) 

This is the case in which we will be interested in the 
following. 

The foregOing frame turns out to be relevant to state 
existence theorems for partial differential equations. 
Indeed, if Faedo-Galerkin approximations for such 
equations exist, we have a sequence of "approximate" 
solutions: We can ask whether this sequence conver-
ges to a vector of X, which is an actual solution of the 
given equation. This point can be investigated in several 
ways, mainly by compactness or monotonicity methods. 
Typically, compactness proofs are given in three steps: 

(i) existence of a sequencelxn} of Faedo-Galerkin 
approximations; 

(ii) a priori estimate, uniform with respect to n, show­
ing that the Faedo-Galerkin approximations belong to 
a bounded set of X; 

(iii) using compactness theorems to extract a converging 
subsequence ix n }, whose limiting point is proved to be 

K 

a solution of the given equation. 

We remark that compactness proofs say nothing 
about the uniqueness of the solution. In Sec. 4, our treat­
ment of the problem will follow the foregoing three 
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steps of the compactness methods; as for (i), however, 
there are some nontrivial differences which will be 
discussed in Sec. 6. 

An independent approach is given by the well-known 
contraction principle. Let X be a complete metric 
space, n a closed set in X, P an operation transforming 
n in itself. Let, moreover, P be a contraction mapping, 
i.e ., 

p(P(X),P(x') 5 ap(x,x'), x,x' En, (2.4) 

where p(. , .) denotes the metric in X, and QI < 1 is a 
real constant independent of x and x'. Then the follow­
ing theorem holds. 

Theorem 2.1: If P is a contraction mapping, a 
unique solution x* of the equation x = P(x) exists in n. 

In other words, if P is a contraction, a unique fixed 
point x* of P exists. The contraction principle is often 
referred to also as Banach fixed point principle; other 
fixed point prinCiples exist,l0 

3. FUNCTION SPACES 

Let B(X) denote the algebra of all bounded operator 
on the Hilbert space X. We consider the linear space 
Co(Rn; B(X)), i.e., the linear space of all infinitely 
differentiable functions with compact support in IRn 
which take values in B(X). For any f E Co(1R n; B(X)), 
a real-valued function 1/1* is defined by: 

r(x) denoting the adjoint of the operator f(x) and II· II 
the norm in B( X). 

(3.1) 

We want to prove that IJI* is a norm in C~(JR; B(X)); 
for this purpose the following lemma is useful. 

Lenzrna 3.1: Let X be a complex linear space. Let 
us consider an application [', . ): X x X -7 B(X) which 
satisfies the following conditions: 

(1) [x,y) == [y,x)'; 

(2) [x,x] ? 0; 

(3) [x,x] == 0 if and only if x = 0; 

(4) (Ax + I-lY,z] = A[X,Z] + /l[y,z), A,/l E C. 

Then the following inequality holds: 

~Ii[x,y] + [y,x]J! 5 fi[x,x]III/2fl[y,y]i!I/2. (3.2) 

Proof" For any A, /1 EO JR, a E X, we have 
A2([x,x)a,a) + Aj.L({[X,y) + [y,x]}oc,a) + j.L2([y,y)a,a) 
? 0, (. , . ) denoting the scalar product in X. It follows 
that 

il({[x,y] + [y,x]}QI,a)1 ~ ([x,x]QI,QI)I/2([y,y]a,a)I/2 

whence the result, ~ {[x,y] + [y, x]} being a bounded 
self-adjoint operator by hypotheSiS. • 

Proposition 3.1: Co(JRn;B(X)) is anormed linear 
space with the norm If 1*. 

Proof To prove the triangular inequality, it 
suffices to remark that the application of 
CO'Oin;B(JC) x CO'(JRn;B(JC» in B(X) defined by 

[I,g] = j" dxr(x)g(x) on 
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satisfies the hypothesis of Lemma 3.1. The other pro-
perties of the norm are trivially verified. • 

Definition: The completion of CO'(IIP; B(Je» in the 
norm (3.1) is a Banach space which will be denoted as 
L1(Rn; B(Je). 

Obviously, L~(IlP; B(X) contains the Hilbert space 
L2(R") 1 of complex-valued functions in 1R". It is 
worth noticing that, besides L;(iI~Il;B(X», another "L2 
space" for operator-valued functions in IRn can be de­
fined as follows: 

L2(II~n;B(JC) = {f: Rn ->B(Je); k dx Ilf(x)112 < o8}. 
n 

This Banach space might seem the most natural exten­
sion of the usual definition to operator-valued functions. 
However, the space L~(Rn;B(X)) turns out to be more 
convenient, mainly because the application (3. 3)-which 
has the formal properties of an "operator-valued scalar 
product"-allows us to derive easily a priori estimates. 

Proposition 3.2: L2(R"; B(X» ~ LHRni B(X)). 

We recall the definition of the following Banach spaces: 

LP(IlP; B(X» = {j:Rn -> B(X); IF: dx Ilf(x) lip < o8}, 
n 

Ifl$ = J" dxllf(x)llp, h;P<cc; 
"-l 

For p = 2 we have the already mentioned space 
L2(lR.nj B(X». In the same way as L;(Rnj B(X», we 
could define the Banach spaces LP* (lR. n j B( X» (1:s p < 
CD) and H~(Rn; B(X)). 

As already remarked, L1(lFt n ; B(X» contains the Hil­
bert space L2(;Rn) .0i 1 of complex-valued functions in 
lR.". Let us choose in this space a complete orthonormal 
system, e.g., the Chebyshev-Hermite functions: it is 
easily seen that linear combinations of these functions 
with operatorial coefficients are dense in L;(;I~nj B(X». 

Indeed, infinitely differentiable functions with compact 
support are dense in L;(Jl~n;B(X) (this follows from the 
same definition of Lt(R n; B(X», and polynomials with 
operational coefficients are dense in CO'(Rn; B(tfC) in 
the uniform norm, thus in L; norm. 

A remarkable property of Lt(HnjB(X» is that the 
Plancherel theorem holds true. For any f E: L l(lR.n; 
B(X» let us define the Fourier transform/in the usual 
way: 

7m = (21T)-n/2 r dxe-i<Lx>/(x), 

where 
" <~,x) = ~j ~jXj. 
1 

n 

Then we have the following: 

(3.4) 

Theorem 3.1: With each] E L;(Rn; B(X)) a function 
I 'E L;(R"; B(JC)) can be associated in such a way that: 

(3.5) 

(ii) if f (~ Ll(lR.n ; B(X» ( L,f(R n; B(X», lis the Fourier 
transform (3.4) of f. 
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Proof: The proof will follow in a standard way as 
soon as we prove Eq. (3. 5) for the dense set given by 
linear combinations with operational coefficients of 
Chebyshev- Hermite functions, i.e., 

For this purpose it suffices to notice that: 
n 

J" dxP(x)f(x) == ~i)' TtT). r dxu;(x)u)(x) 
n 1 • n 

= r dxF(x)J(x)' 
n 

where use has been made of the Parseval's relation. 
Taking the operator norm of both sides we get the 
result. • 

We are now in position to introduce another Banach 
space which turns out to be useful. Let us consider the 
following linear space: 

S{lR.n; B(Je)) = {f: lR." -> B(Je);/ (C. L1(UFi; B(Je))}: (3.6) 

S(R";B(Je») is a normed linear space with respect to 
the norm: 

(3.7) 

Definition: The completion of §(Rn;B(Je)) in the 
norm (3.7) is a Banach space, which will be denoted as 
i 1 (Rn;B(X)). 

Proposition 3.3: L,1(lR. n ; B(Je» is an algebra with 
respect to the usual product. 

Proof: L1{Rn; B(Je)) is a (noncommutative) algebra 
with respect to the convolution, so we have 

In the following we will be dealing with spinors in a 
four-dimensional (three-dimensional) space-time, 
which can be viewed as functions from [0, T] x R3 
([0, T] X lR. 2) in (flt~l B(Je)(Efl~"l B(X)). Then it is useful 
to introduce in a general way the Banach spaces 
LHRn; (1:) i~l B(X)), with norm defined 

\ 

m '111 
1\,11)* = l2{k ~~n dx\,ll;;(x) \,Ilk (X) !I, 2, 

and il(Il~>n; "1 B(X)), whose norm is 

m ~ 

1\,11)1 A = ~k l\,IIkll' 
. 1 

Similar definitions hold for the spaces L1>(R n; (f)i~l B(X)) 
and Hl(Rn;'I7'l B(JC)}. We will also be dealing with the 
Banach spaces C(ra. TJ;X), V([o, TJ;X) (1:s p :s 08), 
where X is a Banach space and the norms are defined 
in the usual way. 

4. COMPACTNESS METHOD 

We first study the problem (1.1) in a four-dimen­
sional space-time. The three-dimensional case, which 
can be treated in a similar way, will be considered 
afterwards. 

After multiplication by - iyo, the Cauchy problem 
(1. 1) can be rewritten as 
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3 
(al/l + ~k a k al/l + imyOl/l- ig(li/l/I)yol/l = - z'y0cp, 
'at 1 ox k (4.1) 

ll/l(o,x) = l/Io(x). 

Here l/I, cp are four component spinors, i.e., functions 
from [0, T] x IR 3 in ED;=1 B(Je), and a k = a k+ denote the 
three Dirac space matrices. By adopting a particular 
representation of the I'M matrices, 11 the problem can 
be written in the following explicit form: 

iJl/Il ol/l4 . iJl/I4 iJl/I3 -+--1-+-at ax oy oz 
+ iml/l1 - ig( l/Iil/ll + l/Iil/l2 -l/Iil/l3 - l/I4l/14 )l/I1 = - iCPl' 

al/lz ill/l3 . ol/l3 al/J4 
-+-+1---at ax ay az 

+ iml/J2 - ig(l/Ji1!;1 + l/J2l/Jz -l/J:Nt3 -l/J4l/J4)l/I2 = - iCP2' 

2'/.;3 ol/Jz . al/Jz al/Jl (4.2) 
-+--l-+-at ax oy (Jz 

- iml}.l3 + ig(l}.Iil}.ll + 1}.I21}.12 - 1}.I:;1}.I3 - 1}.141}.14)1}.I3 == iCP3' 

al}.l4 ol}.ll . al}.ll al}.l2 
-+-+1--­ol ax oy oz 

- illll/J4 + ig(l}.Iil}.ll + 1}.Ii.l/J2 - 1}.Ii,l/J3 -l/J4l/J4)l/J4 = iCP4' 

(~:)(O,X) = (::zl)(x). 
1}.13 l/J03 

1}.14 I}.I04 

This is the Cauchy problem for a system of nonlinear 
partial differential equations in normal form. We re­
mark that, in deriving the foregoing form of the problem, 
anticommutation relations for the fields have never 
been introduced. According to the general discussion of 
Sec. 2, we need three preliminary steps to prove the 
main theorem of this section. We assume that the 
Cauchy data l/JOi (i == 1, •.. , 4) belong to 
LHIR 3; ([; 1 B(Je». 

(i) As we remarked already, the Hilbert space 
LZ(JR 3) of complex-valued functions is contained in 
L;(IR 3; B (Je». 

Let us take a basis {xJ in L2(1R3), whose elements 
belong to Hl(JR3) n L4(1R3) (e.g., we can take the Cheby­
shev-Hermite functions), and look for approximated 
solutions of the problem (4.2) of the following form: 

m 

I}.IIm)(t, x) = 61 Ti~ (t)x lex), 
1 (4.3) 

Tg~: [0, T] ->B(Je), i = 1, ... ,4. 

In other words, we take linear combinations of complex­
valued functions with time dependent operator-valued 
coefficients TI~ (. ); these coefficients are to be deter­
mined from the conditions: 

[xj' iJ~i~m)J+~k[Xj,(aK iJ~~I)iJ + im[Xp(y0l}.l(m»i] 
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- ig(X j' (l}.Iim)+l}.Ii'm) + l/JJm)+l/J~m) _ l/J~m)+l}.Ijm) 

_I}.IJm)+I}.I~m» (y0l}.l(m»iJ = - ifxj'(Yocpl;], 

i = 1, ... ,4, j = 1, ... , m, (4.4) 
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where (', .] is the application (3.3) (for n = 3). Then 
we have, for any m, a system of 4 m ordinary first-order 
differential equations in normal form for the 4m un­
knowns Tf~ (.), to be studied with the Cauchy datum: 

l}.Ii(m) (0, x) = l/Jo\m) (x), 
m 

l/I (m) (x) - ~ V(i) X (x) 
0; - 111m 1 , (4.5) 

m 

I" (i) I Dl VzmXI-l/JO; *->0 
1 

when m -> ctJ. 

It is easily seen that the nonlinear terms in Eqs. (4. 4) 
are locally Lipschitz continuous in the operatorial 
norm, thus in an interval [0, tm) a unique solution of the 
problem (4.4), (4.5) exists. 

(ii) In the following we will assume that cp belongs 
to Ll([O, T]; L~(1R3;EfJl=lB(Je». Let us consider in the 
system (4.4) the equation of indices (i,j): Multiplying 
by TN+(t) from left and summing over both indices, we 

Jm 
obtain in compact form 

[
1}.I<m) (J1}.I(ml] + ~ [1}.I(m) ak Ol/J(mJ] + im[li/(m) l}.I(mJ] 

'ot '1 k , ax k ' 

- igf~(m), (~(m)l/J(m)l/J(nl)] = - i[~(m), cpl, 

where we have posed ~ = l/J<yO and 
4 

[ cp, I}.I] = 61 [ cp I' 1}.I1]· 
1 

Taking the adjoint equation and summing, we obtain 
simply: 

~ [1}.I(m), l}.I(m)] = - i{[~(m), cpJ - [cp, ~(m)]). (4.6) 
at 

In the particular case cp = 0, (4.6) expresses the con­
servation of the total charge of the field. Taking the 
operatorial norm and using (3.2), we get 

~ ii [1}.I(m), l}.I(m») il s II ~ [1}.I(m), I}.IVn») II s 2 II[ l}.I(m), l/J(m)]111/2 

at I at x Ilf cp, cp]lllIZ, 
or 

~ I l/J(m)(t) 1* s Icp(t) 1* • 
at 

It follows that 

II}.I(m)(t») * s c + iT ds Icp(s») *. 
° 

(4.7) 

The foregoing inequality shows that tm == T; moreover, 
when letting m go to infinity, l}.I(mJ belongs to a bounded 
set in LCO([o, T]j L~ (1R 3 j<1Jt=1 B(JC»). 

(iii) Let {ck } be a complete orthonormal system 
in the Hilbert space X. We consider the set of operator­
valued functions in IRn defined as follows: 

Q (iP j iG)l B(Je») 

= ~ f: JRn --> ,~ B(Je);£k([jJ]ek ,ek)1 / 2 < ctJ}, (4.8) 1 .-1 1 

with the obvious position: 

Lemma 4.1: Q(lRn;EfJ~lB(Je» is a normed linear 
space with the norm 

(4.9) 

A. Tesei 143 



                                                                                                                                    

Proof: It suffices to prove the triangular inequality. 
For any f,g E Q(1R"jEB~l B(Je» we have 

([f + gJ + gJek , ek ) 

:'0 ([f,/je k) + ([g,g]ek, ek) + i({(j,g] + [g,j]}ek, ek ) I 
~ ([;,/]ek, ekl + ([g,g]ek, ek) + 2([j,j]ek, ek)1/2, 

whence 

The result follows immediately. 

Definition: The completion of Q(R"jEB7'=lB(Je)) in 
the norm (4.9) is a Banach space which will be denoted 
as X2 (RnjEBf'=l B(Je)). 

• 

Theorem 4.1: LHR"jEB~lB(Je» is embedded in the 
dual space X2(IR"jEB~1 B(Je)) of X2{1R";EB~lB(Je». 

Proof: For any f E Lr(IR"jEBf'=l B(Je»,g E X 2(JRn; 
c}j~lB(Je)), we define the bilinear form 

<Xl 

(j,g) = i L;k ({[f,g] + [g,j]}ek , ek)· 
1 

(4.10) 

The result follows as soon as we prove that 

(4.11) 

In fact we have 
00 

1(J,g)1 ~ tL;k I«(j,g]ek,ekl + ([g,f]ek,ekll 
1 

00 

:s L;k «(j,j]ek, ek)1/2 ([g,g]ek, ek)1/2 
1 

"" :s 1!(j,j]lll/2 Ltk ([g,g]ek,ek)1/2= Ifl*lgl.xz' 

where use was made of the self- adjointness and positivity 
of [f,f]. 

Then every f E L; (Rn;~~l B(Je)) defines a con­
tinuous linear functionalf on X 2{1R" jiB~l B(Je» in the 
following way: 

leg) = (f,g), 

We can now state the following theorem. 

Theorem 4.3: Let be given 

cp E £l(ro, T]jL; (R3 j i~lB(Je»)), 

lJio E L:( R3; i~l B(Je)) • 

• 

In L<X>([o, T];X2(JR3jEB{=1 B(Je))) there exists a sequence 
of approximated solutions of the problem (4.2), converg­
ing in the weak-* topology. 

proof: According to a theorem of Alaoglu,12 the 
closed unit sphere of the dual space of a Banach space 
is compact in the weak- '" topology. According to theorem 
4.2, LOO([o, T]; Ll(R3jEBt= B(Je»)) is embedded in 
L""([o, T];X2 (R3jEBt=1 B(Je))), i.e., in the dual space of the 
Banach space £1([0, T];X2 (R3;EBi~1 B(Je))). On the 
other hand, inequality (4.9) shows that all the approxi­
mated solutions lJi(m) of the problem (4.2) are contained 
in a bounded set of LOO([o, T)j U(JR3jEB{=lB(Je))), thus in 
a bounded set of L""([o, T]jXj(R3 jEB{=l B(Je))). Then, by 
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Alaoglu's theorem, in LOO([o, T]jX2(R3;iBi~1 B(Je))) a 
subsequence lJi(m k ) of approximated solutions exists, con­
verging in the weak- '" topology. • 

Similar results hold when studying the Cauchy prob­
lem (1. 1) in a three-dimenSional space-time. In this 
case it is possible to choose as a representation for 
the y~ (JL = 1, 2, 3) the Pauli matrices, 11 so that the 
problem can be rewritten in the following way: 

( 1/11) (0, x) == (lJi01
) (x). 

lJi2 lJio2 

Again, no anticommutation relations have been assumed. 

It is easily seen that the Faedo-Galerkin method can 
be applied to the problem (4.12) in the same way as for 
the four-dimensional case. Then we state without proof 
the following theorem, analogous to Theorem 4. 2. 

Theorem 4.3: Let be given 

cp E £1([0, T]; Lr (R2; i~l B(Je») , 

lJio E L*2 (R2; /~1 B(Je») • 

In Loo ([0, T];X2(1R2jEBf=1 B(Je))) there exists a sequence 
of approximated solutions of the problem (4.12), con­
verging in the weak- * topology. 

5. LOCAL SOLUTION 

In this section we prove the existence and unique­
ness of a local solution of the Cauchy problems (1. 1). 

For this purpose we remark that the problem [for 
instance written as in Eq. (4. 2)} is of the form 

du - + Lu + Tu =f u(O) = uO' 
dt ' 

(5.1) 

where u,j are functions defined on [0, T] taking values 
in a Banach space X, L is a linear operator in X, T a non­
linear operator in the same space, and Uo belongs to X. 

Let us consider the linear operator L in 
.L 1(R3;itllol B(Je)): 

Lj 
irn 

a a . a 
° --l-

az ax ay 

im ~+i~ i3 
0 

ax oy (lz 

a a . a --z- -im 0 

\ a, 
ax ay 

a + . a a -im - z- 0 
ax ay ilz 

(5.2 
Lemma 5.1: (i) L is a closed operator with dense 

domain; (ii) the resolvent (AI - L)-1, A E R+, exists such 
that 
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II(Al- L)-lll ::::: 3/i\ (5.3) 

11·11 denoting the operatorial norm in £1(1R3;EBt=l B(JC». 

Proof: The proof of (i) is trivial. As for (ii) we 
have to study the following system of partial differen­
tial equations: 

(5.4) 

wherel/l (0 iJvCf! (0 i1(R3;(:9to1B(JC» andi\ (0 R+. Taking 
the Fourier transform of both sides, we get 

Jt1 = [i\2 + w2WP {i\4Jl + i~34J3 + (i~l + ~2)4J4}' 

f,2 = [i\2 + W2(~))-1 {A<P2 + (ih - ~2)<P3 - i~3<P4}' 

li-3 = [i\2 + w2(m-l{i~34Jl + (i~l + ~2)4J2 + i\4J3}' 

Jt4 = [i\2 + w2(m-1{(i~1 - ~2)q,1 - i~3q,2 + i\q,4}' 

(5.5) 

where wW = (m 2 + ~r + ~~ + ~~)1/2. This proves the 
existence of a unique solution of the system (5.4); 
moreover, from (5. 5) we easily obtain 

(5.6) 

This completes the proof. • 

Lemma 5.2: The nonlinear operator T in 
i 1(R3; EBicl B(JC», 

is locally Lipschitz continuous. 

Proof: According to Proposition 3.3, Ll(R3; 
(jji~l B(JC» is an algebra with respect to the usual pro­
duct, so that T is well defined. We have to prove that 

- [Cf!iCf!l + Cf!iCf!2 - Cf!:iCf!3 - Cf!';Cf!4)Cf!k l1.A 

4 

:::::M(r)~k Il/Ik-Cf!kI1 A 
1 ' 

when Il/IIl,A < r, 1Cf! I1.A < r. The proof is trivial and 
will not be given. • 

_ Let us consider the linear operator L' in C(ro, T); 
Ll(R3; mi.1B(JC))) defined as follows: 
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DL , =1 u (0 C([O, T];£1(R3; i~l B(JC))) ;u(t) (0 Dv 

t --?Lu(t) (0 c([o, T); L1(R3;i~1 B(JC)))~ , 

(L'u)(t) = Lu(t), u (0 DL " 

the linear operator L being defined in (5. 2). Let us, 
moreover, introduce the nonlinear operator T' in 
C([o, TJ; £1(R3;(jji~1 B(JC))): 

(T'u)(t) = Tu(t), 

the operator T being defined in (5.7). 

Remark: The results established in Lemmas 5. 1, 
5.2 for the operators L and T still hold true for the 
operators L' and T'. The existence of a unique local 
mild solution13 is then proved by the follOwing theorem. 

Theorem 5.1: In C([o, T);.L 1(R3; !J\401 B(JC))) there 
exists a unique local mild solution of the problem (5.1), 
the operators L and T being defined in (5.2) and (5.7), 
respectively. 

Proof: The only Significant point in the proof is 
to remark that, according to Lemmas 5. 1, 5.2 and the 
above remark, the nonlinear operator T'(i\J- L,)-l, 
i\ (0 R 4 , is a local contraction for sufficiently large A, 
i.e., 

sup I T(i\J- L)-l u (t) - T(i\J- L)-l u(t) I1.A 
tc[o,TJ 

::::: sup lu(t) - v(t) 11,A 
tc[o. T] 

for sufficiently large A, and lu(t)I!.A> Iv(t)11 ,A :::::K. 
Then the proof is given by a simple application of the 
Banach fixed point principle. • 

6. CONCLUSIONS 

It has been shown that a nonunique converging 
sequence of global approximated solutions of the Cauchy 
problem (1. 1) exists in a three- and four-dimensional 
space-time. Independently, a unique local solution of 
the same problem has been proved to exist in a more 
restricted Banach space. In doing so, the semigroup 
methods we applied in the two-dimensional case turned 
out to be not of use, so that we have been led to apply to 
our problem other mathematical tools: In particular the 
Faedo-Galerkin method, which has the advantage of 
being independent of the number of space dimensions. 

Some conclusions can be drawn. The application of a 
general fixed point principle only gives a corresponding­
ly weak result, i.e., the local existence of the solution. 
In our opinion, a more direct and useful approach to 
quantum field equations can be obtained combining 
general differential equations methods with known re­
sults on the operator algebra. In the present case, giving 
a rigorous meaning to a priori estimates on the solu­
tion led us to introduce the space Ll. In this space it 
turned out to be possible to repeat the steps of the 
classical Faedo-Galerkin method; nontrivial differences 
with respect to the classical case were the use of the 
"operator-valued scalar product"-which is not the 
usual duality mapping-as well as the choice of a dense 
uncountable set in L~. On the other hand, we could not 
prove that the limiting point of the sequence of approxi­
mated solutions is an actual solution of our problem, 
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mainly because no Banach space is known in which L~ 
has compact injection. 8 

These considerations suggest that L'j- is a very 
natural space to work with in dealing with differential 
equations for operator-valued functions; moreover, a 
systematic analysis of its properties (or else of the 
properties of all the *- spaces introduced in Sec. 3) 
should be of relevance for further developments of the 
present approach. 
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Equilibrium states for the infinite ideal Bose gas 
R. P. Moya*t 
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We construct a set of equilibrium states for the ideal Bose gas at temperature f3 - I and chemical 
potential/-'. Our choice for the equilibrium states is based on the Kubo-Martin-Schwinger 
conditions. In particular, we define 0i3.~ to be the set of states which satisfy the KMS conditions 
suitably defined. In the condensed phase a certain subset Ai3.~ of 6p'

M 
correspond to states whose 

mean local densities are not uniformly bounded with respect to the volume. We, therefore, propose 
that 0" "AD == 8{3 corresponds to the set of equilibrium states, Then it is shown that 8 P." ,.,./-l ,.../-l .)..1. .-

contains, as special cases, the equilibrium states obtained via thermodynamical limit arguments by 
Araki-Woods and Lewis-Pule. The extremal elements of the convex set 6p~ are obtained explicitly, 

1, INTRODUCTION 

It is often useful in statistical mechanics to study the 
properties of infinite systems so as to describe such 
phenomena as phase transitions in a mathematically 
sharp manner. 1.2 Of particular importance is the prob­
lem of specifying the equilibrium states of infinite 
systems. One possibility would be to construct the Gibbs 
state for a finite volume and then consider the limit in 
which the volume tends to infinity while the intensive 
variables remain finite. In this way it can be shown, 3 
subject to certain assumptions, that time evolution can 
be realized as a strongly continuous group of automor­
phisms of the C* algebra ~( of quasilocal observables 
and that the limit state ¢' satisfies the K.M.S. conditions. 
It has been shown,4 however, that some systems, includ­
ing the free Bose gas, do not satisfy those assumptions. 
In particular the automorphism property does not hold. 
Dubin and Sewe1l 4 have proposed a weaker set of assump­
tions which do not necessarily imply that time evolution 
can be realized as a strongly continuous group of auto­
morphisms of ~( but do enable them to recover the 
principal results of Haag, Hugenholtz, and Winnink.3 It 
follows from their assumptions that time evolution can 
however be realized as a strongly continuous group of 
automorphisms of the von Neumann algebra 7T q,(9() " 
where (fI. cp' 7T 1'('), .i)) is the Gelfand-Naimark-Segal 
(G.N.S.) triple associated with cp. It follows also that 
1: the canonical extension of ¢ to 7T "on" satisfies the 
K.M.S. conditions. 

An alternative to the thermodynamical limit approach 
would be to have a global principle for determining the 
equilibrium states of the infinite system without ever 
having to resort to such a limit. A global approach 
would have certain advantages, namely that problems 
arising from a possible choice of boundary conditions 
do not occur. 5a It has been suggested 6.7.8 that the 
K.M.S. conditions might be used as such a principle. 

Thus motivated, we shall investigate a set of states 
6B•fI for the free Bose gas such that for cp Ec 61l .

fI
, (j the 

extension of ct· to 7T \,(~l)" satisfies the K.M.S. conditions 
with respect to the free time evolution suitably defined. 9 

In Sec. 2, we shall introduce our mathematical notation 
and shall give the definition of our C* algebra of quasi­
local observables for the free Bose gas. In Sec. 3, we 
define the set 6B.fI and make use of the techniques of 
Rocca, Sirugue and Testard10 to obtain 6B.

fI 
explicitly. 

In Sec. 4, we discuss the mean local densities associated 
with the elements of 0B•

fI 
and then we obtain as a speci­

fic example the states obtained by Araki and Woods, 5b 

and Lewis and Pule. 11 Section 5 contains our conclusions. 

2. MATHEMATICAL DEFINITIONS 
Let r denote the set of all bounded open subsets A of 

R 3, where R denotes the real line. We denote by :D the 
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L. Schwartz space of infinitely differentiable functions 
with compact supports in R3, and by S the L. Schwartz 
space of infinitely differentiable functions of fast de­
crease on R3. :D(A) denotes those :D class functions 
with support in A, A Ec r. By j (== !D) we mean those S 
class functions whose Fourier transforms belong to :D. 

ff JC is a complex pre-Hilbert space with inner pro­
duct <', .), then a representation of the C.C.R. over JC 
is defined to be a map 

h H W(h) 

of JC into the unitary operators 'U (S)) on some Hilbert 
space .'0, satisfying 

the Weyl relations, and for which the mapping 

'), H W('),Iz) 

of R into'U (.\.)) is strongly continuous. The representa­
tion is said to be cyclic if there exists a unit vector Q 

in .\.) such that the linear span of {W(h)n; h E JC}, is dense 
in S). An important example is the Fock representation 
which we shall denote by (WF, '~)FnF) with JC taken to be 
£2(R3). We define 11: JC -) C by the formula 

11 (h) = (n, W(h)Q) '1 h E JC; 

then 11 is called a generating functional for a cyclic re­
presentation of the C.C.R. over JC. For further details 
of the representation theory of the C.C.R. that we will 
use we refer the reader to Refs. 12, 13, 14. The C* 
algebra ')( of quasilocal observables for the free Bose 
gas is taken to be the C* inductive limitl4 of the local 
von Neumann algebras 91 (A), where the 1)( (A)'s are 
defined by 

1)( (A) = {WF(h):h E :D(A)}". 

3. THE SET 0~. J.l 

Define 66 .fI to be the set of states w of 1)( satisfying . 
the following four conditions with {3, 11 E R, {3 > 0, 11 "" 0, 
and (fl.",., 7T J'), .\'1) the G.N.S. triple associated with w. 

1. The mean number of particles in each bounded region 
A is finite for the state w and thus 15 w is locally normal. 

2. If Pjh) =w(WF(h)) == (fl. w ,7TJWF(h))QJ,'1h E:D then 
P"" has a unique extension Pw to a generating functional of 
a cyclic representation of the C.C.R. over S. This is a 
purely technical assumption. 16 We denote the corres­
ponding Weyl operators on .I)w by Wj·). 
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3. Define Cit by t E R,Ci t : Ww(h) -? Ww(Tth), Vh E S 
where 

T:h(P) = expi(p2/2 - /J)th(P), V hE S, t E R, /J <; 0 

and"'" denotes Fourier transformation. Ci t then charac­
terizes the free time evolution of the Weyl operators 
Ww' Then our third condition is that w is stationary with 
respect to this free time evolution, i.e., 

iljTth) = iIjh), vh E S. 

If we define ~ jS) to be the linear span of {Wjh): h E S}, 
then by using 1 and 2 it may easily be shown that 1T w(~O " 
= ~ jS)" and that the time translational invariance of 
iIw enables us to extend Ci t uniquely to a strongly continu-
0us group of automorphisms ii t of ~ j S)" and hence 
also of 1T w(~)". 

4. w the extension of w to 1T j20" defined by 

satisfies the K.M.S. conditions with respect to Ii t at 
temperature (j3)-1 and chemical potential /1. 

For simplicity we shall consider the cases /1 ~ 0 and 
/1 = 0 separately. In their paper, Rocca, Sirugue and 
Testard10 define a class of quasifree time evolutions 
which correspond to automorphisms of a certain C* 
algebra for a Bose gas. For an arbitrary evolution in 
this class, they obtain explicitly a certain set of states 
which satisfy the K.M.S. conditions with respect to the 
corresponding automorphism. A simple adaptation of 
that part of their work which deals with generating 
functionals, enables us to write iIw ' W E 86 •M explicitly 
as follows. 

Case I /J ~ 0: In this case iIw is determined uni­
quely and is given by 

I. ilw(h) = exp{- tllhll~ - Wi,p/i»), vh E S, 

where p/i(p) = (exp[J3(p2/2 - /J)]- l)- l h(p), Vh E S. 

Case II /J = 0: This case is complicated by the 
occurrence of Bose condensation with the consequence 
that the generating functionals are no longer uniquely 
determined. The general form for iIw ' W E 86 •M is 
given by 

II. jIjh) = J.e exp[- rS6{h,h) + ia(h))dmJa), vh E 3, 

where the bilinear form S6 on 3 x 3 is defined in Ref. 10, 
p. 130, and is essentially of the same form as in the 
exponent for Case I, except that the zero momentum 
part has been projected out. The space £ is the space of 
all real time translationally invariant linear forms on 
3;nzj') is a positive normalized measure on £. 

It follows easily 7 from the definition of T t and the 
time translational invariance of a E £, that the general 
form for a(h), h E 3 is given by 

where Co E C and ur(x) is a harmonic polynomial of 
order r, n is a finite integer. If a were, in addition, 
space translationally invariant, we would then have 

a(h) = Re(C ojh(x)d 3x). 

148 J. Math. Phys., Vol. 16, No.1, January 1975 

We shall denote the subset of space translationally 
invariant elements of £ by £s. Using Lemma 2.3 of 
Ref. 5 and standard continuity arguments, it can easily 
be shown that iIw may be uniquely extended to a generat­
ing functional over S. 

4. MEAN LOCAL DENSITIES 

Case I /1 ~ 0: It has been shown511 that ii cor­
responds to a constant finite mean density f5 with (5 < Pc 
where Pc is the critical density. 

Case II /1 = 0: Firstly, we consider the generating 
functional 

/1{h) = exp[- rSe(h,h) + ia(h)), 

corresponding to the measure m j') having point support. 
Then a simple calculation of the mean local density 18 

for the region A shows that it is not uniformly bounded 
with respect to the volume V(A) in the case where a E 

£\£5' 

We regard this situation as being pathological from 
the physical point of view and so restrict our attention 
to those ilw with dm j') concentrated on £5' 

With dm j') concentrated on £5 it can easily be 
shown that we may write 

where Co = re- ie (polar decomposition) and m(r.e) is a 
positive normalized measure on R x 51, where 51 de­
notes the unit circle. 

If we choose 

dm(r.e) = exp(- r2/r6)d(r2)/r6' dB/21T, 1'0 E R, 

then we arrive at the generating functional obtained by 
Lewis and Pule ll which corresponds to a constant 
finite mean density''o with,O ? Pc' Similarly, a suitable 
choice of the measure m(r.e) leads us to the generating 
functional obtained by Araki and Woods. 5 

5. CONCLUSIONS 

It can easily be shown, using standard arguments, 14.15 

that for /1 <; 0 the generating functionals iIw so obtained 
may be uniquely extended to locally normal states on 
the C* algebra ~ and indeed these states satisfy the 
conditions 1 to 4, thus establishing the consistency of the 
definition of 8 6•M, 

Denote by ~6.M the subset of 86 .M, the states of which 
lack the~uniform bound property. We propose that &5.1'\ 
~6.~ == 86 ,M corresponds to the set of equilibrium states 
for the free Bose gas. We suggest that for a general 
quantum statistical mechanical system a global approach 
based on the K.M.S. conditions should include also an 
axiom which ensures uniformly bounded mean local 
densities. 
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Structural equations for Killing tensors of order two. I 
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For any Killing tensor K a/3 of order two, a system of linear homogeneous first-order differential 
equations of the form (F4 );a = ~B(l oA R F B) is derived. F " F " ... are the components of the 

tensors K 0/3' L a/31 = 2K 1[,8;aJ' and 1\.1 ol3n = (I/2)(L 013[1;&J + L ys[a;/3J)' The coefficients la .. , Bare 
linear expressions in the Riemann tensor and its covariant derivative. These equations are analogous 
to those satisfied by a Killing vector K 0 and the Killing bivector "'a/3 = K Il;a' with L all1 and /If ally/, 

playing roles analogous to "'ap. The tensor L ,,/3y has the symmetries LallY = - L Ih,y and 
L [aj3yJ = 0, and /If al3n has the symmetries of the Riemann tensor. Several relations similar to those 
satisfied by covariant derivatives of Killing vectors are derived. Perspectives for further work are 
briefly discussed with the idea of using the equations to investigate space·-times which admit Killing 
tensors of order two. 

1. INTRODUCTION 

Any symmetric tensor KaB which satisfies the condi­
tion 

K(aB;Y)== 0 (1) 

is called a Killing tensor oj order t"vo. K ap will be call­
ed redundant if it is equal to some linear combination 
with constant coefficients of the metric tensor r;- aB and of 
terms of the form A(aBsp where A" and Bd are Killing 
vectors. 

We recallI that Kab is a Killing tensor if and only if, 
for any geodesic motion of a test particle with a world 
velocity pa, the scalar Kab papB is a constant of the mo­
tion. The recent renewal of interestz-8 in Killing ten­
sors was largely inspired by Carter's discovery9 of a 
quadratic constant of the motion peculiar to the Kerr 
metric; Le., the Kerr metric admits a nonredundant 
Killing tensor. 

The criterion of existence of Killing tensors may lead 
to other interesting space-times. This conjecture has 
motivated the authors to set up a new system of equa­
tions for investigating Riemannian geometries which 
admit Killing tensors of the second order. Our forma­
lism' in addition to other differences from those used in 
the past,l is not restricted to an orthonormal tetrad 
relative to which the tensor has its Jordan canonical 
form. Instead, we work with an arbitrary natural, ortho­
normal, or null tetrad, which can be chosen at will to fit 
the exigencies of a given problem. This is the first of 
several papers on the subject. 

In this paper, we introduce the formalism in terms 
of a natural tetrad in an arbitrary Riemannian space.1" 
The objective is to derive and briefly discuss equations 
similar to the following well-known differential equa­
tions which hold for any Killing vector KC(: 

~i;Ci = Ct.'all = -wJ3a , 

Equations (2) and (3) may be regarded as a system of 
linear homogeneous first-order equations in the com­
ponents K aB , wap' 

In Sec. 2, equations analogous to the above ones for 

(2) 

(3) 

a Killing vector are derived for a Killing tensor Kab , with 
the following two tensors playing roles analogous to that 
of the bivector waS: 

(4) 
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(5) 

The result of the derivation in Sec. 2 is a system of lin­
ear homogeneous first-order equ;3.tions in which f{d ; cO 

Lasy;t" and JUaByo;M are each equal to a linear combihation 
of the components of KaB ,LaB' and Ala01 ,,' These dif­
ferential equations will be called the stYlIctllral eqllatiuns 
for a Killing tensor of order two. 

Some interesting properties of the tensors Lao and 
;'vlaBy6 are also derived in Sec. 2. In particular, w~ show 
that :l1aB )6 has the same symmetries as the Riemann 
tensor ll and that the covariant derivatives of f{aB and 
LaB) satisfy relations reminiscent of those satisfied by 
Killing vectors. 

In Sec. 3, we give the flat space solution of our structu­
ral equations, discuss Lie derivatives of a Killing tensor 
with respect to a Killing vector, and briefly discuss per­
spectives for applications of the structural equations. 
In the immediate sequel to this paper, we will interpret 
L aBy and M aBye' geometrically and develop the null tetrad 
form of the structural equations in space-time. 

We now begin our derivations by taking note of the 
symmetry properties of LcxB and Mall 6' after which we 
turn to the main task of coni'puting thJ covariant deri va­
tives of K aLl , L cdy ' and j'viadyo ' 

2. THE STRUCTURAL EQUATIONS 

The symmetries of Laoy and Mexoyil follow directly from 
their definitions and hold for any symmetric tensor 1("0 
whether or not it is a Killing tensor. 

Equations (4) and (5) imply 

(6) 

(7) 

Therefore, in space-time, Lally has 20 independent com­
ponents. From Eq. (5), 

(8) 

Also, if we use Eqs. (4) and (5) to express lvlady6 in terms 
of second covariant derivatives of Kcx;l' 

/'vlad)6 = ~ (1\'y;(a(\) + K ai>;(ily) - KaY;(dil) - 11." (). (u )l. (9) 

From this, we obtain the identity 

MallY'" + ,11yaM + !vlB'r'x/) = O. (10) 

Therefore, M aBy /) has the same symmetries as the 
Riemann tensor. 
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As regards the covariant derivative of K aB , the defini­
tion (1) of a Killing tensor and the definition (4) of 
L aBy imply 

(11) 

Conversely, Eq. (11) and the conditions L aBy = -Laa and 
LretB 1 = 0 imply Eqs. (1) and (4). The Similarity oflf:q. (11) 
to the Killing vector equation (2) is clear. 

We recall that the divergence of any Killing vector 
is zero. The following analogous relation for Killing 
tensors is easily derived from Eq. (1): 

From Eqs. (9) and (12), we then obtain the interesting 
looking equations 

M ety = MaB/ = -~ (May + KBB,ay)' 

M = IV/a a = - f /:;.Ka ct, 

where /:;.Ka •.. B = (Ka .•• s):/. 

(12) 

(13) 

The covariant derivative of LaB} is derived by com­
puting L a (3(y:o) and LaSly:oJ and then summing these ten­
sors. From Eqs. (4) and (1), after an appropriate group­
ing of terms and use of the Riemann tensor symmetries, 
we obtain 

Las(y:o) = Ksy:la6J + Kay'loBJ + Koa:lYSJ 

+ KB6:layl + Kyo:laBl 

= - 2Ra81-'(yKo)1-' - 2Kl-'laR B](y6)/l' 

Equation (4) implies 

= KBy;laoJ - Kay:lB61 + Ka6:l6Y] - K86:layJ 

= -RyMaKSJ + RaMyKbjl-'· 

From Eqs. (14), (15), and (5), we have our result: 

Equation (16) has the corollary 

(14) 

(15) 

(16) 

(17) 

a relation which shows that Las has a formal resem­
blance to an angular momentumY density. 

We next obtain an expression for the covariant deriva­
tive of Mas o. Our derivation starts with Eq. (14) which, 
with the aid of Eqs. (6), (7), (11), and the Bianchi identity, 
implies 

L a8(y:I-')O - LaB(o:p.)y = R aByo: uK v" 

-2Rl-'vaS;lyKolU -Rl-'vyo;[ctKBl u -Ku[aRSlI-'Yo:" 

-RUB!' u Lyou + 16 ~~6tt (R1>x "," Lw(!'u) + 2R1>(I1"'{ Lw{lI)')' 

An alternative expression for the tensor in the above 
equation is obtained as follows: 
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= L aBIl :[y61 + LaBy;ll-'IiJ + Lai:lli:lwJ + L ctd[y;6JI-' 

- R u L + l. 6¢X6I/Jw (R " L - l. R v L ) - yo I-' aBu 2 ad yo 1-'1/!¢ XUcJ 2 1/!w1> XvI-' 

After equating the preceding two expressions and using 
the Bianchi identity and Eqs. (5) to (7), we obtain our 
result: 

(18) 

Equations (11), (16), and (18) are our main results. As 
we noted in Sec. 1, they will be called the structural 
equations jor a Killing tensor oj order two. In the gen­
eral case, the first integrability condition for these 
equations is obtained by computing Ma6yo:ll-'vl ' and this 
will be discussed in a sequel to the present paper. Note 
that in the special case where KaB is a parallel tensor 
field, L aBy and M asy6 vanish, and Eqs. (16) and (18) are the 
first and second integrability conditions for Eq. (11). 
Other special cases worth noting are those for which 
L aBy or M aByo is a parallel tensor field. 

3. DISCUSSION 

To give us a little feeling for the structural equations 
and to test their merits in one simple case, let us con­
sider their solution in a flat space. Choose Cartesian 
coordinates x a, whereupon covariant differentiation 
becomes ordinary differentiation, and Eqs. (11), (16), and 
(18) are easily integrated. 

The general solution is 

M aByo = A aByo , 

L aBy = BaBy + Aallyoxb, 

(19) 

where Slly' BaBy' and AaB b are arbitrary uniform fields 
having the same symm~tries as Kfj ,LaBy , and ~fj 6 

respectively. It is common knowledge that the ab6ve 
Killing tensor is redundant. 

The above flat space solution demonstrates, by the 
way, that K aB , L aBy ' and M aBro contain the minimal number 
of mdependent components FA which can occur in any 
generally applicable equations of the form 

(20) 

where Fl , F2 , ••• include the components of Kas and where 
r aAB are coefficients which are linear expressions in the 
Riemann tensor and its covariant derivative. Equation 
(20) is the form of our structural equations. In space­
time, the number' of independent components FA is fifty. 

With so many components to handle, a thorough analy­
sis of space-times which admit Killing tensors is not 
going to be completed overnight. The only objectives 
which can be attained in a reasonable time involve 
special cases. 
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One good subject for study would be a space-time 
which admits some given group of isometries in addition 
to a nonredundant Killing tensor. For example, we can 
consider any axially symmetric stationary space-time 
and impose the condition that it admit a nonredundant 
Killing tensor. 

In this connection, it is useful to recall that the 
Poisson bracket of a linear constant of geodesic motion 
and a quadratic constant of geodesic motion is a quadra­
tic constant of geodesic motion. In other words, for any 
Killing vector ~ a and Killing tensor K ao ' the Lie deriva­
tive 

is also a Killing tensor; the corresponding L aBy and 
M aBYb are given by 

£,Lapy and £<MaBy6 , 

because covariant differentiation and Lie differentiation 
with respect to a Killing vector commute. A special case 
which may be relatively simple to handle in calculations 
is one where the Lie derivatives of the Killing tensor 
with respect to some abelian group of isometries is 
zero. This is the case with the Kerr metric Killing 
tensor found by Carter. 9 

Another good subject for investigation is the family 
of algebraically special space-times which admit Killing 
tensors. Examples of what can be done in this area are 
the existence theorems obtained by Walker and Penrose 2 

for conformal Killing tensors in type 0 vacuums. The 
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authors are currently looking at the problem with the 
aid of a null tetrad version of our structural equations. 
The details of this null tetrad form, which is a Killing 
tensor parallel of the Newman-Penrose equations, will be 
given in the immediate sequel to this paper. 
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A rest frame in a stationary, axially symmetric space-time is defined as a synchronizable frame 
which is as nearly Killing as possible. This is a possible generalization of the Newtonian rest frame. 
A kinematical theorem giving the condition for the existence of a rest frame whose time vector is a 
linear combination of the Killing vectors is proved. The frame is also unique. The condition is shown 
to be weaker than the assumption of orthogonal transitivity. The surfaces of simultaneity of the rest 
frame are the surfaces of constancy of a particular Killing time coordinate, and its time vector is the 
component of the time Killing vector orthogonal to the angular Killing vector. Some properties of 
the rest frame are then discussed; it is shown that the frame is well-behaved down to the event 
horizon, where its time vector becomes null. Under a suitable condition on the event horizon, the 
time vector coincides with a Killing vector there. The gravitational redshift relation in the rest frame 
is derived. There is a dependence on the angular momentum of the geodesic. Furthermore, the event 
horizon is shown to be an infinite redshift surface for the rest frame observers. Finally, the 
three-vector potential of Landau and Lifshitz is interpreted and shown to be closely related to the 
rest frame, and a corresponding four-vector potential is invariantly defined. 

I. INTRODUCTION 

Consider a space-time that is stationary,l axially 
symmetric, and flat at infinity. These properties imply 
that there exist the following two vector fields: a vector 
~ a , which is timelike at infinity and has unit length 
there, and which generates the infinitesimal motions of 
a translational symmetry; and a vector fJ a , which gene­
rates rotations with closed orbits about a symmetry 
axis. Flatness at infinity further implies that (-TJ u TJ a )-1/2 

(~BrjB) goes to zero at infinity. TJ ex is normalized so that 
a change in the corresponding group parameter by 21T 
exactly covers one orbit. These two vectors are called 
Killing vectors. The symmetries are expressed mathe­
matically by saying that the metric g B has Lie deriva-
tive zero along ~ ex and TJel: u 

rgaB = 2~(";B) = 0, 

~gaB = 2rJ(,';B! = O. 

Furthermore, a theorem of Carter2 guarantees that ~ a 
and TJ ex commute: 

£ fJex = - £~ex = ~BTJ" B - fJB~a = O. < ij • • B 

(1) 

(2) 

When the infinitesimal two- surfaces orthogonal to ~ ex 

and TJ" are surface-forming, the space-time is said to 
be orthogonally transitive. In this case, space-time is 
filled by a two-parameter family of two-surfaces which 
are everywhere orthogonal to both Killing vectors. The 
condition that we have orthogonal transitivity is that the 
Ricci tensor be invertible in the group.3-6 For such 
space-times, Bardeen 7- 9 has found a vector field ~ a 

which is irrotational. He calls it the local nonrotating 
frame. ~" is defined as 

~a = ~a - (~BTJB/fJYTJy)TJ'" 

~"~ex = ~a~a - (~aTJa)2/'1BIJB' 
(3) 

~ a is the projection of ~ ex orthogonal to TJ ex.. Since ~ ex. is 
irrotational, observers who follow world lines along ~ ex 
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without rotating with respect to the neighboring obser­
vers, feel no Coriolis forces. Thus, the dragging of in­
ertial frames is eliminated. Irrotation is equivalent to 
local hypersurface orthogonality, I.e., in some neighbour­
hood about each point, the infinitesimal three- surfaces 
orthogonal to ~a are surface-forming. But ~a is actually 
globally hypersurface orthogonal. The local hyper sur­
faces extend globally, and therefore define spaces of 
Simultaneity for the ~ a -observers (their world-time 
clocks are synchronized by the hypersurfaces). We will 
say that ~a is "synchronizable," as opposed to just irro­
tational. (See the Appendix for an example of a frame 
which is irrotational but not synchronizable.) The ~ u 

frame is a possible generalization of Ithe Newtonian 
nonrotating rest frame. 

This paper will consider the definition of a rest frame 
in asymptotically flat, stationary, axially symmetric 
space-times without orthogonal transitivity. We will 
show that a synchronizable frame, when it exists, is 
uniquely defined by ~ a , and that local hypersurface ortho­
gonality of ~ a is sufficient for existence. The discussion 
will be completely kinematic and independent of any 
field equations. Carter3 has discussed the physical sig­
nificance of orthogonal transitivity for such space-
times in general relativity; vacuum is generally ortho­
gonally transitive;5 circulatory matter currents which 
break the discrete inversion symmetry (~a ___ ~a, 
fJ a --> - TJ a) can for instance destroy orthogonal transi­
tivity. Therefore our results may apply to rotating, 
convecting astrophYSical systems. 

II. THE REST FRAME 

First we prove a lemma which generalizes a well­
known property of Killing vectors.10 

Lemma: If the vector field w a is never null in 
some region, then wa = (w B W B)-l w a satisfies 

W[a,Bl = 0 (4) 

if and only if 
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and 
(5) 

(If w a is a Killing vector, W (a;S) = 0, then this reduces 
to the statement that wa is hypersurface orthogonal if 
and only if it is closed when divided by its square.) 

Proof: Assume Eq. (4). First expand this, and then 
take an antisymmetrized product with wex: 

But 
(WYWy),a = 2w y;a wY = 2wY(w(cx;y) - w[a,yj)' 

Substituting, we obtain 

(6) 

(7) 

(8) 

which establishes Eq. (5). Conversely, if (5) holds, then 
(8) and (7) combine to produce (6) and hence (4). 

We can now state and prove the main theorem of this 
paper. 

Theorem 1: In any stationary, axially symmetric 
space-time that is flat at infinity, the Killing vectors 
~ "- and YJ a satisfy 

~[a,8J = 0 (9) 

if and only if there exists a vector field w a satisfying 
the following: 

£W a = ~8 wa _ wll ~a = 0, £wa = 1/ BWa < .8 .8 n ,8 

- wB1/a,8 = 0; 

(i) 

(ii) w'" = ~ a + B1/a, w'" ~ ~ a at infinity; 

(iii) outside of some world tube, there exist global 
functions 1/1 and X such that Wa = 1/Ix ,ex • 

Furthermore, if Eq. (9) is satisfied, then w a = ~ ex is the 
unique vector field satisfying these three properties. 

The three properties say that wex must be invariant 
under the transformations of the group, must lie on 
orbits of the group, and must be globally hypersurface 
orthogonal. 

PrOOf: That ~ a is locally hypersurface orthogonal 
if and only if Eq. (9) holds follows from the lemma by 
showing that 

~ (u;8) ~ b = 0, (10) 

(~ _ PYJy YJ) = - (P'I)y) , (87/(;<> 

YJo7/6 (0.;8) 1/oYJ 6 
(11) 

from Eq. (1). But ~ ex is orthogonal to 1/ ex, and 

(12) 

from Eqs. (1) and (2). ~a obviously satisfies conditions 
(i) and (ii). If one removes a world tube containing all 
singularities of space-time and of the form ~ a (there 
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is flatness at infinity), then this becomes a closed one­
form [when Eq. (9) holds] on a simply connected mani­
fold, and is therefore exact. So 

- [(~87/ )2J ~a = X,a' ~a = ~B~B - 6 X.a' 

YJY7/y 
(13) 

Hence wex = ~ ex. satisfies all three conditions if and only 
if Eq. (9) is satisfied. 

To complete the proof, we show that any other form 
which satisfies conditions (i) and (ii) cannot satisfy (iii). 
S.uP?Dse that ~a + BW'-,B 7' - (~allcJ/(1/bI)8)' satisfies 
(1) (I.e., B. a ~ a = B ,a 1/a = 0) and is locally hypersur­
face orthogonal. The last property implies that 

o = 3(~ + BYJ)[a (~ + B1/) B. Y 1 7/Y 

= (~y + B7/y)7/Y(~ + B7/)[a,B1 

+ [(~a + BYJa)(~ + B1/)[B,y1 

- (~e + B7/ B)(~ + BYJ)[a, y1 J 7/Y • 

On the other hand, 

W6 + B1/o)1/oF{[(~Y + B1/Y)1] y J-1 (~ + B7/)[J.fjj 

= [(~y + B1]Y)1/ y ] (~ + BYJ)[a,8J 

(14) 

- (~ + BYJ)[ex[(~Y + B'I)Y)YJ y1.6J. (15) 

The above expression will be zero by virtue of Eq. (14) 
provided that 

- 2(~ +B'I))[B.yj7/Y =- 2(~[B,yJl1Y + Bi][B,ylYJr) + ('I)Yl1y)b. 8 

equals 
(16) 

[(~Y + B7/Y)YJ yJ, B = (~YYJy), B + B(l1 Yl)y), B + (I)YYJy)B,B' 

But by Eqs. (1) and (2), 
(17) 

(/IYi]y), t =,2IJ[y,/l] l1 Y, (18) 

o = ~n)b;y - 'l)Y~B;1 = ~[Y,bJIIY -llly.bJ ~Y, 

So Eq. (16) equals (17) and [(P + Li7/Y) l1 yr1 (~a + bi] J 
is a closed form. Integrating this form over an orbit 
of 1/ a , we obtain 

j) we + BYJ B)YJ BJ-1 (~a + Bl),,)dx a 

n-orblt 

= 102
" r(~t + b1/B)1)6r1(~a + BYJa)YJad¢ = 27T. (19) 

Therefore, ~a + Ei]a, is proportional to a closed but in­
exact form, and so is not globally hypersurface ortho­
gonal. This completes the proof of the theorem. 

From this point on, we shall assume that Eq. (9) holds. 
Orthogonal transitivity is sufficient but not necessary. 
One can see this as follows. Since the two-surface 
spanned by ~ ex and YJa is the same as that spanned by 
~ ex and 71 a, the conditions11 for orthogonal transitivity 
can be written 

~ [ ex 7) B ~ Y ,0] = ~ ( o:lla I) y. /)] = O. (20) 

The first implies12 that everywhere off the axis 

~[a~ b.yl = 8[0:8 l1 y ]' (21) 

where 8 aB is some two-form, 8 all = - 8 Sex' Further­
more, since in Eq. (21) we can replace e as by 
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eaB + 2(7}o7} ot l 7}ye y[a7}6J 

we can assume that e aa I} 0: = O. Therefore, 

3~[aSB,rl1)Y = (1)Y1)y) 11 0:6 • 
But 

_(1/BIJB)(~YTJy) ] 
1) 0170 ,a. 

(22) 

(23) 

= - ~[(~BTJB),a - (~eT/B),a + (~ 611B) J £ --- 1')0. = O. 
~ 1)Y7} 

Y (24) 
Therefore, e aJ3 = 0, and Eq. (21) implies that ~o: is 
hypersurface orthogonal. 

On the other hand, given that Eq. (9) holds, all that we 
know is that ~[aI)B~y,61 = O. Equation (18) gives informa­
tion about the components of 1/[o..BJ along ~o: and 1') a , but 
nothing about its other independent component, which is 
of prime importance in the evaluation of s [" TJ b 1) y. 0 J • 
Thus, we do not necessarily have orthogonal transitivity. 
Equation (9) is a weaker condition. 

Next we prove that the function X, defined in Eq. (13), 
is a time coordinate adapted to the Killing frame. By 
this we mean that there exists a coordinate system 
(x O = X,x l ,x2 ,x3 ) such that ~ a = 00, TJo. = 03'. X is, of 
course, unique up to an additive constant. From the 
definition of X, c< and Eqs. (1) and (2) we have 

£ X = £ X == O. 5 ,C( 1) • a 
(25) 

Moreover, 

~aX =~" (~p~ ,- (~P1/p)2)--1 (~a _ ~Blle TJ,,) = 1, 
." P T/ol}o T/Ylly 

(26) 

T/C<Xa=O. 

Therefore, X is a Killing time coordinate T, and we have 

~a = (~B~B - (~B1/B)2) T.a' (27) 
7]Yl}y 

T a is the unique Killing basis form which is a linear 
combination of ~ 0: and T/ 0:' [If Eq. (9) does not hold, such 
aT,o: does not exist.] 

- (~aT/0.)/(17~1/~) is the coordinate angular velocity of 
the sO: frame in the Killing frame ~ 0:. The four- velocity 
of a ~ Ct observer, and the acceleration, expansion, rota­
tion, and shear of the ~ 0: frame are respectively defined 
as 

U Ct = (~B ~Bt1/2 ~C< = (~B~ B _ Sib T/8)2)-1/2 (~Ct _ ~P TJp 1/0:), 
T/YT/y 1/ o TJ o 

aCt = 11.0.;811. 6 , e = U<X; 0:' Was = U[a.B]- a[auel , 

O",B = U(o.;B) -a(aUB) - te(gaB -u a u 8 ). (28) 

Calculating these, using Eqs. (1) and (2), one obtains 

e == 0, 

a a8 = 
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The expression for wa6 tells us what we already know, 
that the frame is irrotational if and only if Eq. (9) holds, 
Since e == 0, the time-dependent terms of the metric 
components in the ~a-frame result from the shearing 
of the ~a congruence. [Since ~a and TJO: commute, we 
can retain TJ a. as a basis vector and the axial symmetry 
remains in the metric components. See, for example, 
Eq. (36).] The expression for the acceleration shows 
that since these observers are the generalization of 
Newtonian rest observers, the generalization of the 
classical gravitational potential should be 

In(~o:~ )1/2 = In r~o.~ _ (~o.lJcYJ 1/2 
0: L a. T/8T/8 

(30) 

and not the traditional In(~ 0: ~ a. )1/2 obtained in the Killing 
frame. 

We now provel3 

Theorem 2: The ~o: frame is well-behaved down to 
an event horizon, where ~ ex becomes null. 

Proof: 7} ex, having closed orbits on which T/ a /] a is 
constant, must be spacelike everywhere (except on the 
symmetry axis where the orbits degenerate to points 
and T/a = 0). Since T/"'T/", < 0, ~a defines a well-behaved 
frame down to where it becomes null (assuming, of 
course, that there are no naked singularities of space­
time). Consider the surfaces of constant ~,,~ a' (The 
acceleration shows that (s 8S a), a' the normal, can vanish 
in a region only if the s a curves are 6eodesics.) We 
calculate (s 8 s 6). a (P ~ y);O: using Eq. (9) and that 
(~B~ B). a ~ a == ° by Eqs. (1) and (2). 

~a == (~B~B)~'" ~[a.8J = (P~Y).[8~aJ' 

~[a.Bl S",;6 = (2~o\b)-l(~B~6).ex(~Y~y);ex, (31) 

(~6~B).ex(p()');a == 2(~O~o)~[p,()J(P;o. 

Therefore, when ~ a becomes null, so does the surface of 
constant ~ a. ~ a' This is a one-way surface which does 
not extend to infinity where ~ ex ~ a = 1. Hence, it is an 
event horizon. The ~ a frame is well-behaved inside the 
ergosphere, where ~ a is spacelike. 

We can also generalize the theorem3 that ~ a coincides 
with a Killing vector on the horizon when space-time 
is orthogonally transitive. 

Theorem 3: If ~ a '" 0 and ~ [0. T/ 8 T/ Y I> 1 = ° on the 
event horizon, then S'" coincides with a Killing vector 
there. 

Note that we will use the condition that t [a TJ aTJ r. 6 J = 0 
only on the horizon. Orthogonal transitivity is still a 
stronger condition. The assumption that ~ ex '" ° anywhere 
on the horizon says that ~ 0: and T/O: are independent off 
the axis, and that ~a '" ° at the poles. In other words, we 
assume that on the horizon there are no degeneracies of 
the group, except for the obvious one at the poles. In the 
Schwarzschild solution, for example, the only place 
where this assumption is violated is at the center of the 
Kruskal diagram. These events cannot be reached by any 
time like or null curve which falls into the horizon from 
outside. One would hope that the assumption is valid for 
any stationary, axially symmetric black hole formed by 
gravitational collapse. 

Proof: We must show that- (~aT/a)/(T/BT/B) is con­
stant on the horizon, Le., that its gradient is normal to 
the surface. Since the horizon is a null surface, its nor­
mal lies in the surface, along its unique null direction. 
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Hence, since ~ a '" 0, (~8~ 8), a == D~ a for some function 
D. Thus,it is sufficient to prove that [- (~81]B)/(1)Y1) )] 

is proportional to ~ a' Off the symmetry axis we haJe ,ex 

(32) 

by Eq. (18). Therefore, since ~ a is null, 

( 
~Y'f]) 

-1)61)Y ,[a~81 == (1/1)Y1)y)~6(1)[a,ol ~B + 1)[o.Bl~a), 
6 3 

== -- ~o~[a1)6, Bl' (33) 
1]Y1)y 

As in Eqs. (21)-(23), our hypothesis implies that there 
exists a form AaS ,Aa8 = - Asa,Aas1)B == 0, such that 

~[,,1)8,yJ = A[aB"}y]' 

3 
Aaa == -- ~[a1)B,rl1)Y 

1)05 1)0 

== (l/1)o1)&)(~a1)(j3,Yl + ~B1)[y, al)1)Y 

= (1/1)o1)6)(1)Y1)y),[a~ 81' 

Finally, we find that 

~[(1)B,yJ = (1/1)61)6) (1)P1)p),[a~S 1)yl' 

~[a1)B,Yl ~Y == O. 

(34) 

(35) 

Therefore from Eq.(33),[- (~B1)B)/(1)Y1Jr.)J,a and ~a are 
dependent; and since ~ a '" 0, the proportionality is proved. 

As an example, we transform the Kerr metric14- 16 to 
the rest frame. In the orthogonally transitive Killing 
frame l7 and in the rest frame, respectively, the metric 
is 

ds 2 == (1 - 2mrp-2)dt2 + 4mar sin2ep-2 dtdcp - p2c,.- l dr2 

- p2de 2 - sin2eAp-2dcp2, 

p2 == r2 + a2 cos2e, c,. = r2 - 2mr + a 2 , 

A == (r2 + a2)2 - a2 c,. sin28, 

ds2 == c,.p2A-I df2 - sin2(:JAp-2d¢2 + 4maf sin28Qp-2A-1drd(j) 

- 4ma3 trc,. sin28 sin28p-2A- 1d8d(j) 

+ 8m 2a4 f2r c,. sin28 sin2(:JQp-2A -3drd8 

_ (p2c,.-1 + 4m2a2f2 sin28Q2p-2A-3)dr2 

_ (p2 + 4m2a6f2r2c,.2 sin22(:J sin2(:Jp-2A-3)d(:J2, 

(f = cp - 2rnafrA-l, 

Q = (r2 + a2)(3r2 - a2) - a2(r2 - a 2) sin2 8. 

III. THE GRAVITATIONAL REDSHIFT 

(36) 

As an application of the ~" frame, we will find the 
gravitational redshift seen by the rest observers. Given 
a geodesic with momentum vector p a and affine para­
meter A, (D/DA)pa = pcx:FP B == 0, we have 

~ (p ~ex) = [p (~a_ ~Y1)y 1'}a)l pB 
dA ex a TJoTJo 1B 

= _ (P ex 1] a) (~: 1) r) p B 

1)1'}6 ;8 

(37) 

since Eq. (1) gives the well-known results 

(38) 
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- p a 1)a is just the (conserved) angular momentum L z 
of the geodesic, and p a U a is the energy. Integrating 
Eq. (37), we find that at positions 1 and 2 on the geodesic, 

(39) 

The redshift depends on L z • 

We can show that the event horizon is an infinite­
redshift surface for the ~ a o'Jservers, provided that ~ ex 

does not vanish there. It must be proved that for an 
arbitrary world line, as event 1 approaches the event 
horizon holding E1 constant, the energy E2 measured at 
the event 2 outside the horizon approaches zero. We 
can write that 

E2 (pa u a )2 

EI (PBuB)l 

(~a~"W2 (PY~y)2 

(~B~B)~/2 (p6~6)1 
(40) 

p a is timelike or null; ~ ex is timelike, but approaches a 
null vector at 1 as 1 approaches the horizon. Both are 
non zero and future-pointing. Therefore, 

(pa~c<)l> 0, 

(~ex~ a)l --70+ . 
(41) 

The possibility that (pa~ a)l --70 can be eliminated as 
follows: If p c< ~ a == 0 on the horizon, then p (X == S~ c< there. 
p ex would represent a photon which instantaneously 
moves in the horizon. But the ~ C( curves (properly 
parametrized) are null geodesics in the horizon. One 
can see this by considering the nQrmal to the horizon, 
(~ B ~ B ) ,a = D~ a • 

~ C( ; b ~ b = - ~ D~ a (42) 

by Eq. (10). Equation (42) says that with proper para­
metrization, the ~ ex curve is a geodesic. Therefore, 
since there is only one geodesic through a given event 
in a given direction, the null geodeSic along pa would 
be the ~ a curve, and therefore the photon would have 
lain on the event horizon in the past as well. In other 
words, no photon which falls into the horizon from out­
side can have p ex ~ lX = 0 on the horizon. 

Therefore, (pa ~ C()1 -H 0, and E 2 must approach zero. 

IV. THE VECTOR POTENTIAL 

Landau and Lifshitz18 have developed a three-dimen­
sional equation of motion for free particles in the Kill­
ing frame of a stationary spacetime. They work in the 
infinitesimal three- surfaces orthogonal to ~". The 
rotation of the Killing frame gives a Coriolis term in 
the equation. The three-dimensional angular velOCity 
(which is the three-dimensional form of the actual angu­
lar velocity) is written as the curl of a three-vector. In 
Killing coordinates (f,x i ), this vector is 

(43) 

(The tilde denotes three-dimensional quantities.) Under 
a change of gauge in choosing Killing coordinates, 

t' = f + fO(x i ), (44) 
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ii/I') = it r)f j, i differs from ff;(t) by f 0, i' which does 
not affeCt its curl. For the space-times we are consider­
ing in this paper, we can invariantly define a vector 
potential as a differential form Au which is orthogonal 
to ~ u, Ao == A ~ '" = 0, and whose space components agree 
with the three"'-vector for an appropriate choice of time 
coordinate. 

If a caret Signifies projection orthogonal to ~"', note that 

A tB~B 1 gOi a 
t =t --'-- ~ =t -- gOa=-- 0i' 
,a ,a ~Y~y a ,ex goo goo 

This is the form which corresponds to g[t). Since we 
have a preferred time coordinate T, define 

Aa = T,a = ~a = (P1)B)[(~Y1)y)2 - (~Y~y)(1)o1)o)]-li7a 

(45) 

= (~6 1)0) [W1)p)2 - (~P~p)(1/01)o)]-1(1)a - ~B1)B ~a). 
p~ 

Y (46) 
Moreover, the three-velocity Vi of the ~ a frame as mea­
sured in the ~ '" frame is 

Vi=-(~"'~",)1/2 (i:\ i = - (~a~a)1/2iiV) = (goot1/2g0i' 
\~ / (47) 

The three- vector potential is, essentially, just this three­
velocity. vi' or invariantly A a' describes the dragging of 
inertial frames. 

In our Killing frame, with 11 a = 03 ,g(T) i is 

g(Th = _ gOi = _ g03 o§ (48) 

since Eq. (27) implies that, for i = 1 or 2, 

gOi = T;"'(x i ),,,, = ~a(xi),,,, 

= (Sil~Btl (~a _ ~}1)y 1)a\(xi) 
1)01)6 / ,a 

= (tB~Bt1(xi,0- ~:~: Xi ,3)= o. (49) 

We will use Eq. (48) in a moment. First note that in a 
general stationary spacetime, the condition that the 
hypersurface t = f(x i ) be maximal is 

oJ ( I g 1)1/2 dx I dx 2dx 3 = 0, 

g = det II g ij II, 

itij=goof,if,j +gOjf,i + god,j +gij' 

(50) 

Using the Euler-Lagrange equation, one finds that this 
is satisfied by f = constant if and only if 

~( _ _ g )1/2 oJ _ 0 L gOO g J. - , 
" (51) 

Equations (48) and (51) imply that for the space-times 
that we have considered, the surfaces T = constant are 
maximal hypersurfaces. Perhaps one can generalize 
the definition of ~ a to other stationary space-times by 
requiring that the surfaces of simultaneity of the rest 
observers be maximal. 
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APPENDIX 
Consider an inertial frame in special relativity. Use 

cylindrical coordinates (t,z,p, ef». Suppos~ we,have a 
set of observers who rotate about the Z aXlS wIth angu­
lar velocity a/p2, where a is some nonzero const~t: 
We are considering the region p> I a I. The metnc IS 

ds2 = dt 2 - dz 2 - dp2 - p2def> 2 • (A1) 

The four-velocity of an observer is therefore 

Therefore, u" is proportional to a closed form, and the 
motion is irrotational. 

However, t - aef> is not a single-valued function. As a 
result, (t - aef» " is not an exact form, as can be seen 
by integrating around a closed circle C about the z axis: 

J (t - aef» "dx" = 1.2n ~ (t - aef»def> = - 21Ta '" O. 
c ' 0 aef> (A3) 

Hence,u a is not globally hypersurface orthogonal. 
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A minimum principle is described which has von Neumann's equation of motion of the statistical 
operator as its ultimate solution. When the statistical operator is initially restricted to be a projection 
of trace unity, the minimum principle has Schrodinger's time-dependent equation as its ultimate 
solution. As a result, the present minimum principle is shown to be a generalization of one first 
introduced by McLachlan, with a modification of the Dirac-Frenkel variational principle as a 
necessary consequence. In physical terms, the quantity that is minimized is shown to be the 
mean-squared deviation of an effective time-dependent Hamiltonian, which can be attributed to a 
time-dependent statistical operator initially chosen to describe a system, from the adual 
time-dependent Hamiltonian of the system. Examples of approximate solutions to von Neumann's 
equation and Schrodinger's equation that are obtained by use of the minimum principle confirm this 
identification. 

1. INTRODUCTION 

Soon after the formulation of SchrCidinger's time­
dependent equation of quantum mechanics, the first vari­
ational principle having the objective of determining 
good approximate solutions of that equation-the so­
called Dirac - Frenkel variational principle 1, 2-made its 
appearance. At the present time, especailly as the result 
of recent investigations, several variational procedures 
are known 3 - 11 that serve to accomplish that objective for 
a variety of quantum mechanical problems. No com­
parable mathematical apparatus is available for deter­
mining good approximate solutions of von Neumann's 
equation of motion for the statistical operator ,12 how­
ever, and it is to provide some alleviation of this situa­
tion that the present paper is directed. 

In the following section, a minimum principle Jor von 
Neumann's equation is formulated and comprises the 
main result of this paper; when the statistical operator 
is initially restricted only to be a projection of trace 
unity, Schrodinger 's time -dependent equation is obtained. 
As a result, the present minimum principle is shown to 
be a generalization of one first introduced by McLachlan,6 
with a modification of the Dirac - Frenkel1 ,2 variational 
principle as a consequence. The effect of imposing 
constraints which ensure that the minimum principle 
cannot yield exact solutions to these equations is consid­
ered, by examples, in the next section. Based upon the 
results that are obtained, the final section provides a 
physical interpretation of the quantity being minimized: 
It is the mean -squared -deviation oj an eJfective time­
dependent Hamiltonian fronz the actual one of a system, 
the former being one that is attributable to a time­
dependent statistical operator initially chosen to des­
cribe the system. The effect of imposing initial con­
ditions of continuity in time are also considered. 

2. A MINIMUM PRINCIPLE FOR VON NEUMANN'S 
EQUATION 

Any formulation of a minimum principle which seeks 
to provide good approximate solutinns of von Neumann's 
equation as the result of appropriate variations in the 
statistical operator must recognize, at the outset, the 
nonnegative property of that observable. For this 
reason, we begin by introducing an operator T(t) such 
that 

(2.1) 
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where p(t) is the statistical operator of von Neumann 
at time t . In terms of T'S we next introduce the real, 
nonnegative quantityl::: 

D.p (I) =:c Tr [(H(t) - ih ~~) T(I)] t [(H(t) - ih a~) T(L)] , 

(2.2) 

where H(t) is the (Hermitian) Hamiltonian of the system 
of interest at time I. It is our immediate objective to 
obtain a solution of the variational equation 

(2.3) 

subject to the constraints 

(2.4) 

where 14 

(2.5) 

The variations in T(I), 1 > to, are presumed to be small 
and consistent with any restrictions that may later be 
prescribed for p(t), but are otherwise arbitrary. 

Before doing so, however, we note that the essence of 
the variational problem expressed by Eqs. (2. 3)-(2.5) 
is to seek the necessary and sufficient conditions that 
make [D. (t)/Trp(to )] a minimum in the immediate 
neighbo/hood of an initial time to, at which instant the 
values of T and, hence, p are prescribed. That the value 
obtained will be a minimum is ensured by the fact that 
D.p (t) is demonstrably a concave function of the varia­
tions in T(t). 

To proceed with the solution of Eqs. (2.3)-(2.4), we 
introduce the quantity 

In these terms, the variable portion of Eq. (2. 3) is ex­
pressible as 

OD.pUO +) = lim ODI,(lo;~). 
{-+ 00 

(2.7) 

By substituting Eq. (2.2) into Eq. (2.6), carrying out an 
integration by parts and invoking the initial condition 
of Eqs. (2.4), we obtain 
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oDp (to; ~) = ~ .(0 dxe-~x {TroTt(to + x{ (H(to + X) - in 0:) 

x (HUo + x) - in a:) T(tO + x)] 

+ TroT(to + x) [(H(to + x) - iii oox) 

x (H(to + x) - in aOx)T(to + x)] t} + i n~2 Jooodxe-~.t 

x {TroTt(to + x) [(H(to + x) - in a~,JT(to + x)] 

- TrOT(to + x) [(H(Lo + x) - ill a~) T(tO + x)] t} . 

(2.8) 
By passing to the limit, ~ -> + wi and using Eq. (2.7), we 
find that Eq. (2. 5) requires that 5 

Tr15Tt(1o +) [(H(to +) - in a~J T(tO +)] 

= Tr6T(to +) [(H(1o +) - in a;) T(tO +)] t, (2.9) 

which can be re-written as 

1m {TroTt(1o +) [(HUo +) - iii ;');0) T(tO + )]} = O. (2.10) 

When &T(to +) is arbitrary,Eq. (2.10) yields von Neumann's 
equation, as we now show. To do this, we first express 
Eq. (2.10) in terms of the Hermitian and anti-Hermitian 
parts of 15TU 0 +). Then, since these parts are capable 
of independent variation, it follows that 

ill 2i~OT(tO +) =H(to+h(to +) (2.11) 

as well as the adjoint of this equation. I6 It then follows 
from Eq. (2.2) that 

(2.12) 

a not unexpected result. By postmultiplying Eq. (2.11) by 
T t (t 0 +) and adding the resulting equation to its adjoint 
and making use of Eq. (2.1), we obtain 

in iio (to +) = [H(to +),p(to +)], (2.13) 

which is the equation we seek. It is a necessary con­
dition for Eq. (2.12) to hold, but is not sufficient.1 7 

In order to render the preceding results in somewhat 
more familiar terms, we restrict p(t) initially to be 
a projection oj trace unity. For that purpose, we express 
T(I) in representative form as 

(2. 14) 

with 
(<;okp) = ('IF(to)I'lF(to>> = 1. (2.15) 

As a consequence of Eq. (2. 1), 

(2.16) 
and 

p2(t) = ('IF(I) 1,J!(t))p(t). (2. 17) 

By Eq. (2. 15),p(tol has the desired initial behavior. 

In these terms, Eq. (2.2) is transcribable as 

t1~(t) = «(H(t) - ill a~) 'IF(t) I (HU) - in a~) 'IF(t~ (2.18) 

and the transcription of Eqs. (2.3) and (2.4) is 
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(2.19) 

subject to the constraints 

(2.20) 

Eq, (2. 5) is unaltered. By taking advantage of the gen­
erality of the analysis leading from Eq. (2.6) to Eq. 
(2.10), we readily conclude that Eqs. (2.19) and (2.20) 
require that 

Im[(15'lF(tO +) I (HU o +) - it1 0~) 'IF(Lo + »)] = O. (2.21) 

Upon expressing Eq. (2.21) in terms of the real and 
imaginary parts of 115'lF(lo +», and allowing these parts 
to vary arbitrarily and independently, we get 

in af- 1'lF(lo +» = H(to +) 1'lF(lo +», 
o 

(2.22) 

as well as the complex conjugate of this equation-the 
time -dependent equation of Schrodinger. As previou sly, 
[t1~ (to +) I( 'IF(to) 1'lF(lo»J acquires its minimum possible 
value-zero. 

The relationship of the present minimum principle 
to previous work can now be made evident. Equation 
(2.18) is precisely the quantity first introduced by 
McLachlan,6 and the minimum principle expressed by 
Eqs. (2.1)-(2.5) is a generalization of his. Equation 
(2.21) is similar to the Dirac - Frenkel1 ,2 variational 
principle, but it is evidently a weaker one. Its generaliza­
tion is Eq. (2.10) which, more importantly, follows as 
a consequence of the minimum principle. Furthermore, 
in contrast to previous ones, the present minimum prin­
ciple makes explicit use of the variational constraints 
that prevail at an initial instant of time in order to ob­
tain the behavior of the varied quantity in the immediate 
neighborhood of that instant. 18 

3. IMPOSITION OF ADDITIONAL CONSTRAINTS 

Variational principles that are designed to yield 
known equations when the appropriate quantities are 
permitted to vary freely, apart from natural constraints, 
do not furnish thereby any real test of their adequacy. 
This behavior is necessary and is ensured in the con­
struction of a variational principle, but it hardly suf­
fices to judge the latter's utility in obtaining approxi­
mate solutions of the equations. For this reason, it is 
appropriate that we examine some examples in which 
additional constraints are imposed on the varied quanti­
ties, that ensure that they cannot yield exact solutions 
of the equations of interest. Thereby, the utility of the 
present minimum principle may be made evident. 

(1) p(t) = p (t)P
1 

(I). In this example, we seek to exploit 
the" best" solution for the statistical operator when it is 
constrainted to be representable as the product of two 
others, each one depending on a disjOint subset of the 
degrees of freedom of the system of interest. 

We introduce 

the subscripts denoting pertinent disjoint degrees of 
freedom. 

In these terms, we require that 
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Furthermore, we assume the Hamiltonian of the system 
to be 

(3.4) 

For the present case, 

D.P]P2(f) == Tr [(HU) - Hi iJ~) Tl(lh2(O] f 
x [(H(t) - ih ;J~) T1 Uh2 (t)]· (3.5) 

The solution of the variational problem expressed by 
Eqs. (2.3)-(2.5), with the foregoing modifications of T(t), 
is immediately obtainable from Eq. (2.10) and found to be 

1m {TroT1t(tO+ h2fUo +)[(H(to +) -ill o~)Tl(10+h2(10+)J} 

+ 1m i TroTJU 0 + h1t(t 0 +) 

x [(H(to +) - ih a~ )T2(tO + h 1(10 + )]} = O. (3.6) 
b 

Since the variations OT 1(L o +) and OT2(tO +) can be re­
garded as independent and arbitrary, each of the quanti­
ties on the left- hand side of Eq. (3. 6) must vanish. As 
a further consequence, involving rendering the variations 
in terms of their Hermitian and anti - Hermitian parts, 
we obtain 

and 

.. aT 2(10 +) 
Ih ~Io 

( ( ) Tr1H12(to+)Pl(10+») (I ) 
= H21 + + T2 0 + 

o TrlPl(lO + ) 

+ (Tr1H1(to + )Pl(10 +) 

Tr 1P 1UO +) 

.. Tr1T1t(to +)OT1(lo +)/010 ) 
-Ill T 2(to+), 

Tr1Pl(t0 +) 

(3.7) 

(3.8) 

as well as the adjoints of these equations. The various 
trace operations are to be carried out only over the 
indicated degrees of freedom. 

It now follows from these equations and Eqs. (3.1) and 
(3.2) that 

.. (JP1 (102_ [ Tr2Hl2(to +) P2(tO +) J 
zh ~I - H1UO+)+ ) ,p1(1o +) 

( 0 Tr2 P2(tO + 
(3.9) 

and 

.. oP2(10+) ~ Tr1Hl2 (to +)P1(10+) ~ 
111 alo = H (t +) + __ .·_c _____ ,P2(tO +)J . 

2 0 Tr
1
P

1
(to +) 

(3.10) 

Evidently, PI and P2 each have equations of motion of the 
von Neumann type. Each is coupled to the other by an 
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appropriate average of the interaction Hamiltonian 
between the two disjoint sets of degrees of freedom, 
involving the complementary statistical operator. Further­
more, it is to be noted that these equations are identical 
10 the exact equations of motion for the reduced statis­
tical operators of a system when the total statistical 
operator is representable as the product of two dis-
joint factors.19 It is evident that Eqs. (3.9) and (3.10) 
maintain constancy of the traces of the p's, in the 
immediate vicinity of the initial instant of time. 

From either of Eqs. (3.7) or (3.8) it is verified that 

ill (Tr ITl(to+)oTPo+)/oto + Tr2Tl(to+)oT2(lo+)/oto) 

TrlPl(lO +) Tr2P2(tO +) 

Tr 12H(to +)P1(lo +)P2(1o +) 

Tr12P1(10 + )pJ1o +) 

As a consequence, Eqs. (3.7) and (3.8) lead to 

ih-o- [T 1(to +h2(1o +~ 
ato ~ 

=:: [HU o +) - D.H 12 (tO +)] [T Po + h 2 (to + )], 

_ Tr12H12(t)Pl (l)P2(t)) 

Tr 12Pl(t)P2(t) . 

From this and Eq. (3. 5) we obtain 

[D.pI !, 1 (10 + )/Tr 12Pl (t 0)P2(10)) 

(3.11) 

(3.12) 

(3.13) 

=:: Tr12[D.H12(10 + )]2P1 (10+ )P2(10+ )/Tr12P1 (l0)P2(t O)' 
(3.14) 

Finally, when H is independent of time Eq. (3.12) can be 
exploited to establish that the energy of the system is 
conserved, as it should be. 20 In the interest of brevity, 
we omit the details . 

Nt 

(II) 1<p(I» = :0 C '" (I) I q) m ). When the Iq) 's form a 
m=l 

complete orthonormal set of time-independent functions, 
this case reduces to the usual one involving Dirac's 
method of variation of constants. 21 For the present, 
however, we will only assume that the Iq) 's are linearly 
independent, normalized to unity and finite in number .22 
In that case .. 

M M 

D.",(t) =: :0 :0 {c ~ (tlc n (I) «j) m IH2(t) 1q),,1 
m==la=-l 

+ ih[C';',(t)C,,(t) - C/:,(t)C',,(O]<q)m IH(t) Iq)n> 

+ h 2 (~~, (t)C' n (t).«j}."Iq),,> } . (3.15) 

The variational problem expressed by Eqs. (2.19) and 
(2.20) is transcribable in the present terms, as is its 
solution, Eq. (2.21). 

The result is that we must have 

M Nt 

1m };1 6(;7)'0 + )C~l C nUO +) (q)m IH(to +) Iq) 

- ih i/:: n (10 + )(q) m Iq) n» = O. (3.16) 

Regarding the real and imaginary parts of the several 
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BC m(to +) as capable of independent and arbitrary varia­
tion, we obtain 

M M 

i h Len (t 0 + ) ('P )'P ) LCn(to +)(rpmIH(to +>1<,0), 
n::=l n~l 

l,,;rn,,;M. (3.17) 

It is readily determined from these equations that normal­
ization of 1<1>(1)) remains constant in the immediate 
vicinity of the initial instant of time. When the 1(fJ)'s 
form a complete orthonormal set of time-independent 
functions, Eqs. (3. 17) become the usual ones for an 
exact solution of Schrodinger's time-dependent equa­
tions .23 

We now introduce a complete orthonormal basis {Iq,)} 
such that 

all j and k (3.18) 

and 
(3.19) 

The last relationship entails no loss of generality since 
the Irp) 's are linearly independent, by hypothesis. Then, 
Eqs. (3.17) can be written as 

~ (rp \\1Ik) (ih aOt' (\1Ikl<l>(tO +» - (\1I k IH(t +) )<l>(t + ») 
k= 1 mOO 0 

= 0, 1,,; rn ,,; At. (3.20) 

Since these equations comprise a set of M homogeneous 
equations that determine the coefficients of the 
(rpm1r.I1k)'s and since the determinant of the (rpm l\1lk)'S, 
1 ,,; m, f? ,,; /\1, must necessarily differ from zero, we 
are able to conclude that 

i11 rl-I<l>(to +» 
° 
= C~ k~ll\11)(\1IjIH(to +) !\1Ik)(q,kl) I<l>(to +». (3.21) 

As a result, we obtain that 

[t,,,,(t 0 + )/(<l> (to) I<l>(t o»] 

= L; IN j IH(t o +) 1 <1> (to +» 1 2/(<1> (to) 14> (to»(3. 22) 
j >M 

Finally, when H is independent of time Eq. (3.21) can be 
used to establish that the energy of the system is con­
served, but we omit the details. 

4. PHYSICAL INTERPRETATION OF THE 
MINIMUM PRINCIPLE 

The formal nature of the preceding analysis can be 
mitigated somewhat by expressing the quantity being 
minimized in terms that ascribe a physical significance 
to it. This is especially desirable because of the criti­
cism that has been given of the wavefunction formulation 
of the minimum principle, on physical grounds. 24 

In order to do so, we first suppose that we are given 
a Tom. With no undue loss of generality, and guided by 
the form of Eq. (3.12), we further suppose that there 
exists an effective lime -dependent Hamiltonian H o(t) 
(which may not necessarily be Hermitian, however) such 
that 

uroU) 
HoU) == /h ~ [TOU)]-l. (4.1) 

In such a case, making use of Eq. (2.1), we obtain from 
Eq. (2. 2) 
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From this expression it becomes apparent that the 
minimum principle we have described seeks to mini­
mize the disparity between the actual Hamiltonian of Ihe 
system of interest and an effective Hamiltonian which 
can be attributed to a time-dependent statistical operator 
selected to describe the system. The quantity mini­
mized is the mean-sQuared-deviation of the effective 
Hamiltonian from the actual one-a perfectly meaningful 
physical property. 

To reinforce this physical interpretation, we render 
it in more familiar terms by dealing with the wave­
function version. Supposing that we are given a 1\110(1), 
and guided this time by the form of Eq. (3.21), we further 
suppose that there exists an effective time -dependent 
Hamiltonian 25 

(4.3) 

As a consequence, Eq. (2. 18) yields 

t, '" 0(1) == (\110:1) I(H(i) - Ho(I))r(H(t) - HoU» !q,o(t)) , (4.4) 

which is the wavefunction transcription of Eq. (4.2). 

An alternative rendition is possible in wavefunction 
terms that exposes more clearly the phySical signifi­
cance of the quantity being minimized. When the Hamil­
tonian of the system is independent of time we may 
choose 

(4.5) 

which, apart from the given form, is arbitrary. Then 
Eqs. (4. 3) and (4.4) immediately yield 

(4.6) 

When, apart from the normalization constraint, IlPo> and 
E are capable of arbitrary variation, the minimization 
Of t, >p is one of minimizing the variance in energy as­
sociated with 1\110(1). Finding a vanishing value for it 
then amounts to finding an eigenvalue and eigenfunction 
for H.Z6 

There remains one final matter to be considered, 
having to do with the temporal domain of the solutions 
of the variational equations that obtain from the mini­
mum principle. Having imposed appropriate initial 
constraints at to, we have no assurance that these con­
straints allow the quantities that are involved to have 
time derivatives that exist at that instant of time. 27 For 
this reason, the entire variational analysiS of the pre­
ceding sections has been expressed in terms of the 
immediate vicinity of that instant, to +. The results 
which have been obtained as a consequence are unaltered 
if the physical situation is such as to require continuity 
of the various quantities and their time derivatives at 
to· 

The requirement of continuity does, however, imply 
certain restrictions on the initial values that can be 
chosen for the quantities that are involved. For example, 
suppose that we require that 

(4.7) 

and 

(4.8) 
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where To is a solution of the varitional problem expres­
sed by Eq. (2.10), suitably augmented by appropriate 
constraints on its form. Then, by Eq. (4.1), we must 
have 28 

(4.9) 

Since this equation is to hold for arbitrary OT(t 0) it must 
hold as well if we take 

or (4.10) 

where O! and f3 are arbitrary, small real numbers. But 
then it follows that we must have 

(4.11) 

In this case, therefore, continuity of T 0(1) at to requires 
that it be chosen so that the effective Hamiltonian as­
sociated with it initially yields the same energy as the 
actual Hamiltonian of the system. 

The consequence of requiring continuity of aT 0(1) /at 
at 10 involves the minimum value of !:"p (to)' To see this, 
we represent [analogous to Eqs. (2. 6) ~d (2.7)] 

lim ~ roodx (4.12) 
s~+oc '0 

By carrying out an integration by parts, we obtain 

iJ!:" I (l +) 
--' 0::--,-;0'---_ = lim ~2 lOG dx (,-~x(!:,.,. (to + x)- !:,." (to)] 

olD (;~+oo 0 '0 "0 

= lim ~(LJp (to; S) - !:,." (to)]. (4.13) 
(;~+oo 0 0 

Since 

lim D
I
, (10; 0, 

{_+ 00 0 

a necessary condition that (o!:" (1o + ) /a to] exists, i.e., 
Po 

GToW/at is continuous at to,is that 

!:,.po(lo +) = !:,.po(to), (4.14) 

which was to be expected. However, since !:"p (to) depends 
only on the initial values of the quantities invglved and 
since!:,. (10 +) is its minimum value in the immediate 
vicinityPO'f to, continuity of!:" (t) at to then requires 
TJl o) to be chosen so that th~Omean-squared-deviation of 
the effective Hamiltonian associated with it from the 
actual Hamiltonian of the system is initially a minimum, 
viz., 

(4.15) 

Although both Eqs. (4.11) and (4.15) represent con­
straints on the initial value of TdJo), it may not always 
be possible to satisfy them. For some situations it 
may not even be desirable to do so. However, since the 
variational fomulation we have described ensures that 
they are satisfied at to +, the solutions that have been 
obtained can be extended to later times with full as­
surance that any discontinuous behavior they exhibit 
will be related entirely to the intrinsic discontinuities 
in their Hamiltonians. By invoking Eqs. (4. 11) and 
(4.15), the extension to times prior to to can be carried 
out with the same assurance. 
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to zero for finite \' will give an equation for T (t" + \.) that depends on 1;. 

By dividing that e'iuation by \' and then passing to thl' lilllit Ii;- + =). 

the effect of the first integral can he made negligibly small. 
16Equation (2.11) is identical to one for the time-evolution operator 

even though. by hypothesis. 1'(1) is not unitary. This suggesh that the 
minimum principle lillder consideration can be used to ohtain approxi­
mations for the time-evolution operator. By working with imaginary 
times, Fq. (2.11) is similar to the Bloch l'quation. and suggests a pos­
sible adaptation or the present minimum principle- for c'quilibrium 
problems. Involving what appears to be "a square' fl)llt of thl' stalistical 
operator". the prcsent c'qllation appcars III I", ncw. 

'"The lack of suftlcil'ncy is readily established by adding a rcal time­
dependent multiple of 1(1) to either side ur lOq. (c.1 I). whereupon Eq. 
(2.13) is still obtained but Eq. (2.12) is not. 

"In this regard. Uiwdin and Mukharjee, Ref. 9. have l'xplicitly used the 
existence of the norm of the time·dependent function that is varied. 
The counterpart here is the assumed existence of rrp(lo): the varia­
tional solution ohtainl'd then implies that Trp(t) remains constant in 
the immediate vicinity or 10 , 

'"See. ror example, S. Golden. Qua))tum Slatislica! FOII))dalimll' 0./ 
Chemical Ki))Nies (Clarendon, OXfOld. 19(9). p.Rt>. 

2°It is in this respect that the minimum principle considl'fed by 
McLachlan. Ref. h. yielded unsatisfactory results. 

"P. A. M. Dirac. Proc. R. Soc. Lond. A 112,661 (1 1)2('). 
nAn example of this case with :VI ~ 2 has been considered in non­

variational !c'rms by E. F. Cuml'c and J. l.. Magee. J, ('hem. Phys. 
26,12-'7 (11)56). 

"When the: <p >'s arc orthonormal but finitl' in number the 
equations reduced to those obtained by McLachlan. Kef. 6. 

See also. L,-'wdin and Ml,kh;,rjl·c. Ref. 9. 
"SeC'. for e""mple. Langhoff, Epstein. and K;lrplus. Ref. I () 

p.630. 
1sln the present case. the idea of interpreting the time derivative 

of a wavefunction in terms of a related Schrodingcr equation 
has been used by Heinrichs, Ref. S, Luwdin and Mukharjee. Ref. 9. 
and Sambe. Ref. 11. A related question in time-independent 
theory has been discussed by S. T. Epskin, Ref. 7. p. 49. 

26Th is criterion. instead of the usual variational principle in quantum 
mechanics, has been used by H. Conroy. J. ('hem. Phys. 41,1327 
( 19(4). 

"No constraints of continuity of HU). for instance. have been imposed 
at this stage of the analysis. 

nNow, we arc assuming t1wt H(t) is a continuous operator function of 
time. 
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It is shown that any distributive Segal quantum system satisfying a certain continuity condition on 
the squaring operation can be represented as a space of Mackey observables based on some logic 
derived from the original system. 

INTRODUCTION 

The axiomatic systems initiated by Segal (Refs. 1, 2) 
and Mackey (Ref. 3) have been the object of study of 
several mathematicians and physicists (Refs. 4 to 15 
to mention only a few). In the hope of understanding the 
nature of these systems, the present writer has present­
ed (Ref. 16) an axiomatic system containing both as 
special cases. In the present paper a study is made for 
the same purpose, but along different lines. It essential­
ly amounts to showing that certain Segal systems 9( are 
contained as subsystems of Mackey systems, in the 
sense that the elements of 1)1 are actually a-homomor­
phisms from the Borel sets of the line into some 
a-logic £ of events; it is also shown that the states of 1)( 

are obtained from probability measures on £. 

The argument we present requires two conditions to 
be imposed upon 1)(. The first is that the operation of 
squaring an observable, A -) A2, the basic building block 
of the Segal system, is continuous in the strong bounded 
topology (see Sec. IIA), The second is that the pseudo­
product A 'B, defined via squaring as ~[(A + B)2 -
(A - B)2], is distributive over +. It is not difficult to 
show that both conditions hold for nontrivial cases, e.g., 
for the system of self-adjoint elements in an abstract 
C*-algebra (see appendix B). 

The proof consists in enlarging the system (without 
loosing any structure in the process) so that it will 
become strongly complete. In this it extends results 
obtained for various special cases (Refs. 17, 18, 19). As 
a result the enlarged system contains sufficiently many 
idempotents, which form a complete logic £. Finally 
the bounded Mackey observables associated with this 
logic are shown to be in a one-to-one correspondence 
with the elements of the enlarged system. 

The paper consists of four parts. In Sec. I we present 
a different axiomatic description of Segal systems in 
order to make the enlargement process mentioned above 
more natural. In Sec. II the enlargement is constructed, 
and in Sec. III we establish the main result. Some 
examples and comments make up Sec. IV. 

I. ALTERNATIVE DESCRIPTION OF SEGAL SYSTEMS 

A. The original Segal system 

A single undefined term "observable" forms the back­
ground, and we assume the following: 

Axiolll 51: The set 'J[ of all observables is a vector space 
over the reals. 

Axiom 82: A map A -) A2 is defined from'1l.tol)! such 
that if we set A- B = H(A -I- B)2 - (A - B)2] and define 
inductively Ak+1 = Ak. A, then: 

(i) there exists an I E 9( such that A' I = A for all 
A cl)l. 

(ii) Letting p(x) = E;"o PkX k be any real polynomial 
and P(A) = £~ 0 hAk (A 0 = 1) we have P(q(A)) = 
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(poq)(A) where 0 denotes composition of functions. 

Axiom 53: The space 1)[ carries a norm A --7 II A II such 
that: 

(i) IIA211 = !IAI12, 
(ii) IIA2 - B211 ::0: max [II All 2, II BI12], 
(iii) A --7 A2 is continuous, 
(iv) The space is complete. 

A state is defined as a linear map Ill: 1)( --7 reals such 
that m(I) = 1 and m(A2) 2: 0 for all A cc 9[ . 

The proofs of all theorems that we shall state below 
can be found in Refs. 1,2, and 4. 

The following "spectral representation theorem" 
forms the basis of the whole Segal theory. 

Theorem 1: For every A E 9( there exists a unique com­
pact set aA in the real line such that the smallest vec­
tor subspace fr'(A) of 1)( containing I and A, closed under 
squaring and in the norm topology is isomorphic to the 
algebra of all continuous real functions defined on aA. 
This isomorphism preserves the vector operations, 
squaring (hence the pseudoproduct . ), maps .tl to the 
identity function on aA, and transforms the norm to 
the functional supremum norm. 

The proof involves the use of the Gelfand theorem 
on representations of commutative C*-algebras; in 
establishing that the correct conditions hold for fr'(A), 
part (iii) of S3 is essential. The existence of aA comes 
from the fact that fr'(A) is an algebra with a single 
generator A and part (ii) of S3, while uniqueness follows 
from the requirement that A maps to the identity func­
tion on aA. 

The spectrum of A is then defined as this set aA, and 
for any continuous function f on the line the observable 
fA is defined to be that element of ~(A) which maps to 
f restricted to a,l. For a polynomial p the notation is 
consistent. 

Theorem 2: For every a c aA there exists a state m 
such that m(A) = a. 

The proof consists of an application of a Hahn-Banach 
type theorem. Of considerable importance in setting up 
the hypotheses of this theorem is a result of Sherman 
(Ref. 4) to the effect that any sum of squares in 1)( is 
necessarily a square. 

Although it is not really crucial for our main theorem 
it is of interest to note that for Segal systems in which 
the pseudoproduct . is distributive, the analytical con­
ditions S3 (iii) can be formulated in a completely 
algebraic way. 

Remark 1: The operation' is distributive iff for 
any A, B, we have (A -I- B)2 -I- (A - B)2 = 2A2 -I- 2B2. 

Necessity is obvious if we take into account that 
(-A)' B = -(A' B). Sufficiency follows by using the 
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condition to obtain (AI + 1'12 ). B + (AI - A 2 )· B = 
2(A 1· B)(direct calculation), hence (2A)· B = 2(A· B) 
(since by definition O· B = 0 anyway), and finally re­
placing A 1 ,A2 by ~(Al + A 2), ~(Al - A 2). 

Remark 2: If· is distributive and squaring is 
norm continuous, then for any A, B and real a we have 
(IlA)' B = a(A- B). The converse also holds. 

To see this note that distributivity implies (aA)· B = 
a(A· li) for any rational a. If squaring is continuous, 
then so is the map a ---> (aA)· B and the conclusion holds 
for all real a. Now assume (aA)· B = a(A- B) for all a, 
which is equivalent to a(A + B)2 + (aA - B)2 = 
(aIL + B)2 + a(A - B)2. This we can write as 2C2 + 
2D2 = (C + lJ)2 + (C - D)2 if we set fa (A + B) = ..f2c = ' aA - 13 = v2D provided that we also have aA + B = 
C - D, \(1 (A - B) = C + D; this last requirement means 
va/2 = (a + fa)/2 = (1 - ia)/2, a./2 = (,fa - a)/2, 1/./2 = 
(1 + ~ra/2, which boils down to a = (,J2 - 1)2. Thus 
given any C,D, we set a = (-/2:- 1)2,A = [v'2/(1 + a)] 
[(1/ .Ja)C + D], B = (1/ ..12)[ ra C - D] and apply the 
above calculation to obtain 2C2 + 2D2 = (C + D)2 + 
(C - D)2, i.e., distributively of .. Continuity of squar­
ing is obtained as follows. We first show that 
II A- BII s II All II BII ; by S3 (ii) we have that II A- BII s ~ 
max fll A + BII 2, II A - BII 2], so that it is ~ 1 in case 
both ]1 All, II BII are s 1. But then II «1/11 All )A)· « 1/ II B II )B) II :§ 1 and using our hypothesis we can pull 
out the scalar factors to obtain the result stated above. 
Now we have II (A + B)2 - A211 = 11(2A + B)· BII ~ 
1121\ + BIIII BII which goes to zero as II BII goes to zero. 

Remark 3: The condition (aA)· B = a(A· B) implies 
that for any state m we have [m(A- B)]2 ~ m(A2)m(B2). 

All we need to do is observe that the map (a, b) ---> 

1Il[(aA + bB)2] will be bilinear positive; hence for all 
a, b we have a2m(A2) + 2abm(A- B) + b2m(B2) 2: O. 

B. The new system 

This we develop in the spirit of Ref. 16, the results 
of which we shall use without reproducing the proofs. 
We shall have, as before, a single undefined term 
"observable" and one undefined operation carrying the 
pair (f, A) to what we shall write as fA or f(A), where 
f is an arbitrary continuous real function and A,iA 
observables. We write 'Jll for the set of all observables 
fj- for the set of all continuous real functions. 

Axiom 1: If the supports of f1'J 2,··· and those of 
gl,gZ'··· form locally finite systems,i= Ll~, 
f[ =:0 [[Il' and ln A = /{n B , then fA = gB, (flf2)A = (£[1[[2) 
(11). 

Recall (Ref. 20) that a family of sets Sa forms a local­
ly finite system if every point has a neighborhood inter­
secting a finite number only of the Sa's. In such a case 
the same holds for any compact set. Also, under the 
hypotheses of Axiom 1, the functions f, f{ will be 
continuous. 

Axiom 2: For any f, g c 5' and A E M. we have 
j(gA) = (fog)A, where 0 denotes composition of functions. 

Axiom 3: If fA = fB for all bounded f E 5', then 
L 1 = B. If 1 denotes the constant function with range { I} , 
then l(A) = l(B) for all A, B E 'Jll. 

Axioll1 4: 'Jll is a vector space over the reals such 
that for any f 11 )2' ... ,fn E 5' and real aI' a2 , ••• , an we 
have (,C aJi)A = L; ai(fiA ). 
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Remark: Writing 0 for the constant function with 
range {OJ, we see that O(A) is the zero element of the 
vector space 'Jll, which we shall again write as 0: we 
have JA = (f + O)A = fA + O(A). 

We shall write 5'(A) for the set {fA If E 5'j where A 
is any member of 'Jll. By virtue of Axiom 1, 5'(A) 
obtains a product defined by (fA)( gAl = (fi)A con­
sistently, and becomes an algebra with unity 1 defined 
by l(A). It is clear that for any family Ai the inter­
section n 5' (It,) is a subalgebra of each 5' (AJ and that the 
inherited operations are consistent. Also, if j(x) = x 
for any x, we have jA = A for any A; we shall write A" 
instead of j"(A) and note that it is just the nth power 
of Ll in the algebra 5'(A). 

Of fundamental importance is the spectrum of an 
observable, defined as follows: 

Definition 1: (i) An open set V on the real line is 
A-null iff for every bounded nonnegative f E 5' vanish­
ing outside V we have fA = 0 (ii) The spectrum of A is 
the complement of the union of all open A-null sets. 
We write it as aA. 

In Ref. 16 we have established the following: 

Theorem 3: Let V, V( be A-null, and V S; V; then 
Y and U Vi are A-null. Tnus aA is closed. 

Theorem 4: For any f E a',A E'Jll we have aUA) = 
](aA) (the closure of the set {)(x) Ix c aA});A = 0 iff 
aA S; {OJ. 

Theorem 5: The map fA ---> f I aA (the restriction of 
f to aA) is an isomorphism of 5'(A) onto the set of 
functions continuous on aA. 

Definition 2: The norm or bound IIAII of A E 'Jll 
is the number sup { I x I I x E aA}. An observable A is 
bounded if II A II < + 00. Write ffi for the set of all bound­
ed observables. 

By Theorell! 4 we have that II fA II = sup {Ij( x) I 
Ix E aAj so that in particular IIA211 = IIAI12. 

Definition 3: A state of the system is a map m: ffi~ 
reals such that m(I) = 1, m(A2) 2: 0, m(aA) = am(A), and 
m(A + B) = m(A) + m(B), whenever A, B, A + B c ffi. 

This last precaution is necessary, because ffi need 
not as yet be closed under sums. 

Note that for any state we have I m(A) I ~" II All. 

Theorem 6: For every state In and every obser­
vable A there exists a unique (finitely additive) regular 
probability measure p A, m on the ring generated by the 
open sets of the line such that m(fA) = I f( x)dp A m (x) 
for all bounded .fA; this measure is supported by aA and 
is therefore countably additive in case A is bounded. 

For A not bounded it may happen that Ixdp A, m(x) 
exists, in which case we shall still write it as m(A). 

Definition 4: The measure P A, m is the probability 
distribution of A in the state til. 

Axiom 5: For every A c:c 'Jll and every open set V 
which is not A -null there exists a state til for which 
j) A, m(V) = 1. 

Theorem 7: For every A lC. 'Jll the norm II All is 
the supremum of all numbers I m(A) I as m varies 
over all states for which lilA exists. 
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Proof: First we show that whether A is boooded 
or not, there exist states m for which mA is finite. 
Take Xo EO aA (if aA =: cp, then A=: 01) and any E> 0; 
the open interval U =: (xo - E,Xo + E) is notA-null 
since it intersects the spectrum of A, hence there 
exists a state m with P A, m(U) =: 1. Since P A, m is then 
concentrated in U and for x EO U we have Ix 1< Ixo I + E 
the integral f xdp A, m( x) is finite. Now suppose that 
this x 0 is nonnegative, so that for x EO U we have 
x> Ixol-E;then Im(A)I=: IJxdP m(X)I20 IXol-E, 
so that the supremum of all I m(A) f 'will be 2: i x 0 I. In 
case Xo < 0 we consider -A to reach the same con­
clusion. Thus for any Xo EO aA we have the supremum 
of the various I m(A) I exceeding IXq I, and thus exceed­
ing II All. Since anyway it is also :S II All, we have 
equality. 

It is clear that Axiom 4 has had no bearing on the dis­
cussion. The full Segal system actually emerges only 
by connecting the sum tightly to the other concepts. 

Axiom 6: The sum of two boooded observables is 
boooded. 

Theore m 8: The set <B of all boooded observables is 
a vector space such that (i) Ii II is a norm and (ii) 
IIA2 - B211 :s max [IIAI12, II Ell 2]. 

Proof: (i) all we need is IIA + BIi:s II All + lIiJll,since 
HAil =: 0 implies aA S; {OJ or A == O. But since m(A + B) 
is now defined for all states, this is immediate from 
theorem 7. (ii) Similarly, II A2 - B211 = sup I m(A2)­
m(B2) I; for definiteness assume II All 20 II BII so that 
m(A2) and m(B2) do not exceed II A112. But I m(A2)­
m(B2) 1 :s max [m(A2), m(B2)] :s II All 2 = max 
[IIA112, II BIf2]. QED 

Axiom 7: The map A -> A2 is continuous in the 
norm topology on the space of boooded observables. 

We have stated this axiom last as it has not been 
essential in developing the basic theory. As already 
mentioned, however, it plays an important role in Segal's 
original formulation, its most crucial use being made in 
establishing the existence of the Segal spectrum. Segal 
also assumes the space to be complete; in case it is not, 
its completion will satisfy all axioms, and again Axiom 
7 [= S3(iii)] is of essence in deriving this. 

It is of some importance for the remainder of the 
paper to have the following theorem, in particular the 
implication Pythagorean :> Axiom 5: 

Theorem 9: In a system satisfying Axioms 1-4, 
Axiom 5 is equivalent to the conclusion of Theorem 7 
i.e., that 1\ A II is the supremum of all I m(A) I. In a sys­
tem satisfying axioms 1-4 and 6 the following are 
equivalent: 

(i) For every boooded A and a EO aA there exists a 
state m for which mA =: a. 

(ii) For Ai bounded, there exists an A with A2 = .6f-l A~ 
(Pythagorean property). 

(iii) For every bounded A and open U intersecting the 
spectrum of A there exists a state m with PA , m(U) =: 1. 

Proof: For the first part we refer to theorem 8 of 
Ref. 16. So now assume (i) and let B =: .6~~1 A~; since 
m(B) ~ 0 for all states we have aB ~ [0, + 00). Consider 
the function f for which f(x) == -IX for x ~ 0 and f(x) == 0 
for x < 0; since PI a B == j I aB we obtain from theorem 4 
that B == (jB)2, and we can set A == f B. still under hypo-

165 J. Math. Phys., Vol. 16, No.1, January 1975 

thesis (i) consider any bounded A, an open set U inter­
secting aA and pick a EO (aA) (I U. Take a continuous 
function f with f(a) == 1 and 0 ~ f ~ Xu' Since A is bound­
ed, i.e., aA compact, we have f(aA) '" a(fA) so that 
1 EO a(fA); but then there exists a state m for which 
m(fA) '" 1, and thus P A, m(U) =: J Xu dPA , m 2: J fdp A, m '" 

m(fA) =: 1. 

Now we shall show that (ii) implies (i). ConSider the 
set 3'(A); since axiom 6 is assumed, it forms a sub­
space of <B and our hypothesiS is that ~ n 3'(A) consists 
of all elements fA for which f I aA 20 0, where 8 is the 
cone of all sums of squares. Now I is a radial point of 
8: taking any B E <B, B ¢ ~ we join it to I by the seg­
ment t -> (1 - 1)1 + tE '" X(t) and observe that for 
t < II I - Ell we have II I - x(t)11 < 1, or a(X(t» S; [0,2], 
i.e.,X(t) a square. Take a point a EO aA; the functional 
fA'> f(a) is well defined on 5'(A), and by our previous 
remark it is positive for the relative order structure 
imposed by~. Hence it extends to a state m of the 
system (Ref. 17) for which we evidently have m(A) '" a. 

Finally we show that (iii) implies (i). Again take 
a E aA, and for each open U containing .a choose a state 
/n u with P Aimu(U) == 1. Now the space of states is evident­
ly weakly c osed in the weak topology of the dual of <B 
hence compact, and therefore the net U -7 mu admits 
a subnet m converging to some state m. We shall have 
m(A) =0 a. 'rake € > 0 and an index j(E) such that j> j(E) 
implies I m(A) - III (A) 1< E/2. Note that for any U we 
have 1m u(A) - a I tess than the measure of U, so by 
choosing a U

t 
of measure < E/2 and a U S; Ut which is 

also beyond j( E) (possible since {j} is a subnet of {U}) 
we get im(A)-ai<E. 

C. Relations between the two systems 

We are now in a position to compare the two sys­
tems. Suppose that we are given a Segal system9L Then, 
via the spectral representation Theorem 1 we can define 
a map (f, A) ~ fA from 5' X\1( to \11. The proof that Axiom 1 
holds can be fOood in Ref. 16, while Axiom 2 is satis­
fied by virtue of the representation theorem itself. For 
Axiom 3, we see that by letting f agree with the identity 
fooction on the union of the Segal spectra of A and B we 
get A == B; the rest of 3 and also 4 are straightforward. 

Before proceeding further we note that the Segal 
spectrum and the one introduced in Definition 1 are 
identical because of Theorem 5. Hence the Segal norm 
is the same as that of definition 2. Evidently the states 
are also the same. 

Axiom 5 holds by virtue of Theorems 2 and 9, and, of 
course Axioms 6 and 7 need no comment. 

The converse is even easier to verify in view of 
Theorems 5,7, and 8. 

II. COMPLETION OF A SEGAL SYSTEM 

A. Construction of the completion 

Consider any distributive Segal system ~( , all of whose 
elements are bounded. 

Definition 5: A net (A) in ~( converges /,veakly to 
A E ~l iff for each state m of \1[ we have m(A

J 
- A) - ) O. 

A net (A) converges strongly to A c: ~( iff m[(A) - A)2] 
-'> O. We abbreviate these statements to w-lim A

J 
=: A, 

s-lim Aj =: A. In case the norms IIAJII are bounded (for 
suffiCiently large j) we shall prefix the adjective 
"bounded" and abbreviate to bw-lim Aj = A and 
bs-lim A} == A. 
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Note that since the system is distributive we have 
I lilA 12 ::; m(A2) so that strong convergence implies 
weak convergence. 

Definition 6: A net (Aj) is bounded weakly Cauchy 
(bw-Cauchy) iff for each state m of we have meA - A.) -) ° while the norms II Ai 11 are bounded for large Jj . A ' 
net is bounded strongly Cauchy iff for each state m of 91 
we have m[ (Aj - AY] --> ° and the norms II A ·11 are 
bounded for large j. ] 

Since for distributive systems we have A --) m(A2)1/2 
a seminorm, it follows that a (bounded) strongly con­
vergent net is (bounded) strongly Cauchy. The converse 
will not be true in general. The purpose of this section 
is to enlarge the given system so that it will become 
"almost complete" (see Theorem 12). This will allow 
any locally bounded Borel function to operate on the 
observables of the new system so that axioms 2, 3,4 
and a weak but sufficient version of Axiom 1 hold. 

To this end we introduce the following relation: Two 
bounded nets (Ai)' (B) are equivalent iff for each state 
m of ~(we have m[(Ai - B )2] --) O. We write this as (A) 
- (B ) } I 

j • 

The following two lemmas are easily verified: 

Lemma 1: The relation - is an equivalence. 

Lemma 2: If (Ai) - (B j ) and (C k) - (D z) then 
(A, + Ck ) - (E) + D) and (aA,) - (aB). 

Note that (A, + C l ) for example is indexed by the 
Cartesian product of the two index sets equipped with 
the product order (see Appendix A) 

We shall denote by W the set of all equivalence clas­
ses of bs-Cauchy nets in 9(. This makes sense only if: 
(A) - (B j ) and (A,) bs-Cauchy implies (B) also bs­
Cauchy. To verify this, we calculate (B) - B !)2 -

(Ai - Ak)2 = (By - A~) + (B¥ - A~,) + 2A i ' Ak - 2B . . B I; 
since I m(B} - AT) 12 5: m[(B] - Aj)2] m[(B) + A,)2J 5: 

Km[(Bj - Ai)2] --) 0 (recall tliat II Aill , II ~ II are bounded) 
and Similarly m(B¥ - A~) --) 0 we calculate Ai' A k -
B j ' BI = Ai' (Ak - Bz) + (A, -~). Bz; but again as above 
we obtain m[A i ' (Ak - Bz)] --) 0 and m[(Ai - B})' B z] --) O. 
Thus m[(B] - BI)2 - (Ai _A})2] tends to zero and as 
(A) is Cauchy we obtain m[(B) - Bz)2] --) O. 

It is now clear how to impose the structure of a vec­
tor space on 9i : for X, Y E &, pick representative nets 
(A), (B

l
); then X + Y is the class of (Ai + B j ) and aX the 

class ot (aA i ). 

Now we need to define the element fX, for X E it and 
I a continuous function. We have to show that (Ai) - (Bj ) 

implies (fAi) - (fB]) and define fX as the class of (fA). 
Also, of course, we must have (fAi) bs-Cauchy to begin 
with. To achieve this we shall make use of the following 
axiom, which we shall assume from now on. 

Axiom 7*: Suppose that bs-lim Ai = 0 and (B)) is 
bounded; then bs-lim [(Ai + B j )2 - En = O. 

Lemma 3: Axiom 7* is equivalent to: if (Ai) is bs­
Cauchy then so is (A~). 

Lemma 4: Suppose that (Ai) and (B) are equivalent 
bs-Cauchy nets. If fis continuous, then (fAi) and (fB)) 
are also equivalent bs-Cauchy nets. 

Proof: First note that if we show (fA) - (fE j ) it 
follows that (fA) is bs-Cauchy, by replacing (Bj ) with 
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(Ai) and using the Cauchy condition instead of (A) - (.13 ~ 
Next we show that it suffices to prove that (A1) - (Bf). ) 
Assume this and observe that now we also have (A~), 
(B~) bs-Cauchy; assuming (At) - (Bj') for k = 1,2, ... ,11 

and using Lemmas 2, 3 and the relation An+l = ~ 
[(An + A)2 _A2n -A2],we obtain at once that (An+l)­
(Br l ). Thus for any polynomial p we have (P(A») -
(P(B))). Consider now a continuous function I, a poly­
nomIal P and let 0 be the supremum of the set 
{I!(X) - p(X) I : IXI 5: M}, where M is chosen to exceed 
the bounds of all II A til, II B). Since the spectra of At 
and B) are then in the interval [- M, M] we have 
ilfA t -pAill and 11 fBi· - pB) < 0, II (J- p)2A,1I and 
II (f - p)2B)1 < 02 ; a so, if a is the bound of I on 
[- M, M), we have IlfAil1 , II f.8j II < a and \I pAtl1 , II pB 1\ < 
a + o. Writing fAt - fB as fAi - pA i + pA i - pB) ~ 
PBel, - IB) we obtain m[(fA j - jSj )2] 5: rn[(fA j - PAY] + 
ml(pA i - PB.z)2] + 2[m(fAi - pAi))[m(pA j - PB)) + 
m[(pBj - fB j )2] + 2[ m(fAi - PBj )][ m(pB j - IB .)]. 
Taking the previous inequalities into considerahon as 
well as the relation I m(C' D) 12 5: m(C2)m(D2), we 
obtain m[(fA t - fB.)2] 5: 40 2 + m[(pA i - PB j )2] + 420 
{2a + .Jm[(pAi - pB)2]J. Given the function f and ( '> 0, 
we choose a 0 > 0 so that 0 < (/3 and 40 2 + 20 [2a + 
«(/3 1/2 )] < 2(/3. Then we choose a polynomial p within 
o from Ion the interval [- M, M]. Finally, taking any 
state m of ~( , we choose i, j so large as to have 
m[(pAi - PB)2] < (/3; for the same i,) we shall then 
have m[(JAi - fB.)2] < (. So we finally turn to the 
relation (Ar) - (.8J). We shall establish this using 
Lemma 3 and the process of "mixing" the two nets 
(A;l, (B j)' Let l, J .b: the i~dex. set of these two. nets 
and dehne K as {(I, la, }o) It 2: 10} U {(), la, }o) I} 2: }o}; 
also define (i, iv jl) 2: (j, i 2, j2) to mean i1 2: i2 and 
)1 2: j2 no matter what the first elements of the triples 
are. Clearly K is a directed set. Now define C k to be 
A. i if k '" (i, io, )0) or B j if k = (i,.i o' jo) to obtain the 
"mixed" net, which is of course bounded. Consider two 
indices k, k' E K; since k = (i, io' jo) or (j, la, )0)' and 
k' = (i', i~,jb) or (j', ib, jb) the difference Ck - C k • will 
have one of the four forms Ai - At" B j - Ai" At - B F, 
B

j 
- B j" T~e any n = ( ,tv i l ) and note that since 

i 2: io' i' 2: ib, j 2: jo' j' 2: jb, the condition.f?, k' 2: n 
implies i, i' 2: i l and j, j' 2: )1' Since (A) and (B .) are 
equivalent bs-Cauchy we see at once that (Ck ) isJalso 
bs-Cauchy, and by Lemma 3 we obtain (C7,) bs-Cauchy. 
Now, given ( > 0, take n = ( ,i, j) so that k, .k' 2: n 
implies m[(C7, - Ckf)2] < (; if i' 2: t, j' 2:) set 
l? = (i', i, j) and k' = (/, i, j) so that k, k' 2: n while 
Ck = At, and Ck' = B.,. Thus we have ni[(AY.- Jj?)2] < E, 
. (2) (2) ) J I.e., A, - Jjj . 

As described previously we can now define f X 
as the class of any net if Ai) such that (Ai) determines 
X. We shall show that 91 thus becomes a Segal system. 

Theorem 10: The map (J~ X) --) f X satisfies axioms 
1 through 7, and 'ii becomes a distributive Segal system. 
Furthermore the natural imbedding of ~( into I}i com­
mutes with the action of each f, so that ~ is actually an 
enlargement of I)( • 

Proof: We start with axiom 2: given X E ~l and 
continuous f, g take any net (A.) which determines X; 
then (gAt> determines gX, so that f(gX) is the class of 
(f(gA

i
» which the same as that of «(Jag)A,), Le., (/ag)X. 

For Axiom 3, suppose that fX = IY for all f, and pick 
(Ai)' (B) determining X, Y. There exists a constant M 
exceedmg the bounds of all Ai' B. and we choose for f a 
function equal to the identity on r- M, M]. Then fAi = Ai' 
f B j = B j and since f X is the class of (JA;l and f Y the 
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class of IB, we have X = IX, Y = IY, or X = Y. The 
second part of 3 is obvious. For Axiom 4 we only need 
invoke Lemma 2. Now for Axiom 1: Suppose that 
I = E :=1 In with the supports of the In forming a locally 
finite system,X E 12{ and (A) a net in the class X. If 
M exceeds the bounds of all the A" we choose an N such 
that for n > N each In vanishes on [- lVI, }\lI]. Thus on 
[- M, Ml we have 1.= 6 if =1 In provided K > N and also 
fA; = I:;if=l fnAi.fnAi = 0 for n > N. Therefore 
fX = I:;;; =1 f nX for any [{ > N. If we also have 
g = .0;;"=1 g" with the supports of the gn forming a local­
ly finite system, and f X = g n Y for all n, we obtain a 
similar relation gY = 25 if =1 g n Y for sufficiently large 
K, and thus fX = gY. Finally, letting h(X) = X2 we see 
that U 1f 2)X = H(j~ + f1-)2 - f1- n] = ~ [hoUl + f 2 ) 

X - hof1X - hof2XJ = ~lhoU1 + f 2)X - Iz(flX) - h 
U 2X)] and since f kX = g k Y we can retrace our steps to 
end up with (gIg 2) Y. To verify axiom 5, we need axiom 
6 first. Let X be the class of (A,) and M a bound for 
II AJI ; since fAi = 0 for f vanishing outside of [- M, M] 
we have f X = 0 for those f, hence the spectrum of X is 
bounded. Now take any X, Y E 91 be the classes of (A), 
(Bj ) so that X2 + y2 is the class of (Ay + By). Choose 
a nonnegative C ij so that Cfj = A~ + By; the net (qj) 
being bs-Cauchy, we apply to it a continuous function 
which agrees with X -) -JX for X?: 0 to obtain (C i ,) 
itself bs-Cauchy according to lemma 4. J 

If Z is the class of (C ij) we shall have Z2 = X2 + y2, 
so that by Theorem 9 AXIOm 5 is valid. 

Distributively of fl follows trivially from that of \)(, as 
well as the relation (aX)'Y = a(X·Y). 

The last part of the theorem follows from the fact 
that if A = bs-lim Ai' then JA = bs-lim fAi as we can 
see immediately using Lemma 4 and the "mixing" 
process. 

Remark: Given any X EO fl we can find a net (Ai) 
whose class is again X, for which II Ai II :s: II xii = M. 
Because take any net (B i) for X and consider the function 
f equal to the identity on [- M, M], equal to M on 
[M, + 00) and to - ill on (- 00, - M]. Then f X = X, and 
setting Ai = fB i we have the class of A i equal to X while 
IIAili :s:M 

B. Properties of §[ 

In this section we shall establish a completeness 
theorem for fl; first we need to show how the states of 
~( extend to states of fl. 

Let m be a state of \)( and X E 1j1; for any net (Ai) 
which determines X we have at once that the numerical 
net (mA) is Cauchy, since I rnA 12 :s: m(A 2), and the 
same inequality shows that (Ai) ~ (B) implies lim 
m(A) = lim m(B j ). We write mX for this number ~d 
observe that by Lemmas 2, 3,4, the map X -) mX WIll 
be linear, mUX) = lim m(jA i) and in particular 
m(X2) ?: 0, i.e., it is a state of 9L 

Lemma 5: If ,n(X2) = 0 for all states m of ~l, then 
X = O. 

Proof: Take any bs-Cauchy net (Ai) which deter­
mines X, and note that lim m(ATl = 0; this means that 
the net (A) and the net (0) are equivalent, i.e.,X = O. 

Theorem 11: Let (Xi) be a bounded net in ~ such 
that for every state m of \}[ we have m[ (X i-X j)2] -> O. 
Then there exists a unique X E 9t such that 
m[(X - X)2] -> O. 
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Proof: For each i we choose a net (Ai)jEJ in \)( 
which determines Xi with II Aijll :s: II xiii. By th~ pro­
cess in Appendix A, we convert the double net (Ai) to a 
single net; thus we have the index set K and for each 
!? EO K a pair of indices i k E I, jk E Jik; write Bkfor 
A

ikj 
• We shall show that (Bk ) is bs-Cauchy and that its 

clals X satisfies the requirements of the theorem. We 
have 

m[(Bk - Bi)2] = m(Ai J' 2) + m(A, ,2) - 2m(A" , 'k ' ). 
k k 'zJl kJk 'ill 

From the hypothesis that m[(Xi - Xi' )2] -) 0 we have 
at once that m(X~ - Xi~) -> 0 since I m(X~ - Xy,) 12 :s: 
4M2m[(Xi - X i ,)2 J where M is a bound for II xiii. This 
means that lim; limjm(Arj) exists, hence that lim k 

m(A iki/) and lim zm(A ilh2) exist and are equal. Now 
consider the iterated limit lim i ,;' limj,j' m(Aij 'Ai'l); by 
looking at the squares we see that limj,j' m(Aij '"4 i'j') = 
m(X i ' Xi')' Since 2X i' Xi' = Xy + Xi~ - (X, - XiV we 
have that limi,i,m(Xi ' Xi') = limim(Xr). This implies 
that the converted single limit of m(Aikjk' Ai j) will 
also be limim(Xy) = lim km(A i;,jk 2). p'utting lall these 
together we have m[(B k - B 1)2] -) O. We now calculate 
limim[(Xi-X)2]. Since (Xi-X)2 is the class of 
(Aij - Bk)2 (i fixed) we have m[(Xi _X)2] = limjk 
,n[(Aij - Bk)2] which equals the iterated limit limjlimk 
m[(A i' - Bk)2 J. Thus we consider the triple iterated 
limit lim; limj limk of the same quantity. We convert 
the first two to obtain the expression lim l limk 
m[(A, , - Bk)2] = lim Zlimkm[(A" , - A" J' )2] which 

'Ol ill k k ' 

exists and is zero. By the second part of the theorem 
in Appendix A, we conclude that the triple iterated limit 
mentioned above also exists and is zero. Finally we 
show uniqueness of X. If we have a Y EO ~ such that 
m[(Xi - y)2] -) 0, then, using the fact that T-) -Jm(T2) 
is a seminorm, we obtain m[(X - y)2] = 0 for all 
states m of \)(, hence by Lemma 5 that X = Y. 

It will be notationally convenient to denote the 
element X for which m[(Xi -X)2] -> 0 as limiX i. Note 
that the usual rules hold and that by a polynomial 
approximation we also have limJX i = fX, 
limJ(X i - X) = o. 

C. Action of the Borel functions 

Our next goal is to define the action of a locally 
bounded Borel function on the arbitrary element X of 
fl. We shall require the following lemma, which ought 
to be well known, but does not seem to appear in the 
literature. 

Lemma 6: Let f be a bounded Borel function. 
There exists a net of continuous functions fi' uniformly 
bounded by the bounds of f, which converges to f point­
wise and such that for any countably additive finite 
Borel measure iJ. on the line we have J (ii - f)2diJ. -? O. 

Proof: Recall the classification of Borel functions 
into classes (Ref. 20): f is of class 0, iff it is continuous: 
if QI > 0 is an ordinal, then f is of class QI iff if is a 
pointwise limit of a sequence of functions of class, 
< QI, but is not itself of class < QI. The ordinals needed 
to exhaust all Borel functions range up to the first 
uncountable. Since the result holds for f of class 0, 
we assume it holds for any f of class < QI and that f 
is of class QI. Take a sequence of function f of class 
< QI convergingtofpointwise; replacing, if need be,1n by 
mid [inf J~J~, sup J] we have that all f" have the same 
bounds as f. By the dominated theorem we then have .r (fn - f) 2diJ. -> 0. Now for each n there is a net 
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(j~j)jEJn of continuous functions satisfying the require­
ments of the theorem. They are evidently bounded by 
the bounds of j, and lim" limJn; =:; j pointwise. Now 

IU;'j - j)2 = J(j~j - ry + .r (j~ - j)2 - 2 J Un - j) 
(j"i - fn); the last term is bounded by 4M .I !f" - jl dJJ. 
WhICh tends to zero since jn converges boundedly to j. 
Thus limn limj J U llj - j)2dJi = O. All we have to do 
now is to convert the double net (/;,) to a single net by 
the process of Appendix A. 

Consider a locally bounded Borel function f and an 
element X of ~. As we shall see, only the values of I 
on the spectrum of X will playa role in defining IX, 
and so we shall take ito be zero ou.tside [-llxll, II X/! 1-
Take a net of continuous Ii provided for by Lemma 6 
and a state m of '21. According to Theorem 6, we have 
a probability measure p x ,m at our disposal such that 
m( gX) = .r gdp x ,m' Thus we have at once that 
I U i - I j )2dpJ!., --) 0, Le., m[(J,X - JjX)2] ---> D. But 
the norms IIJ, Xii are bounded by the bound of Ijl, so 
that limJiX exists. If we consider any other net of 
continuous gk converging to 1 we have J (j; - gk)2dp X.m --) 0 

which shows that m[(limJiX - lim"gkXY] =:; 0 for all 
states m of 9! ; therefore the element of 9! obtained is in­
dependent of the choice of the net converging to f and is 
completely and uniquely determined by j and X. We 
shall write this as IX. 

Theorem 12: The map U,X) --)}X defined above 
has the following properties: 

(i) Uog)X = I(gX). 

(ii) (f + g)X == IX + gX, and if fiX =:; g, Y, then (flJ 2 )X 
= (glg2)Y' 

(iii) If (j~) is an increasing sequence of functions with 
pointwise limit j, then j X = limnfnX, 

Proof: Actually only (i) is not obvious from the 
definition. So we consider nets Ii --) f and gj --) g of con­
tinuous functions, satisfying the requirements of lemma 
6; we may take Ii zero outside the interval [--II gXII, 
II g.>,. II ]. Since lim.~X = gX, we have for each i that 
limj};lgjX) == !,cJX), so that lim, lim f,(gjX) = f(gX). 
We also have 11m i lim.j, og. == JJg, so that if we show that 
~im, limj Ju, )gj- f5g )2dJi == 0 we can convert the 
Iterated limit to a single limit to obtain limkU; og, ) X == 
(f0g)X and thus f(gX) == fog)X. We have (fio~i ~ 
) og)2 == (fj - /)20g + 2U, ogj - j0g)[Ui - j)01(1 + 
[J,ogj - I, og)2; take any finite mea~ure JJ. and let v be 
the measure I'; --) Ji(g 11';) so that) lulv == .1 (lzog)dJJ.; the 
first term then, integrated by Ii will have lim, lim i 
equal to O. The second term when integrated by Ji'will 
be bounded by a constant (since all functions are uni­
formly bounded) times J If, - II dv which goes to zero 
too, since its square is bounded by J (f, -_. /)2dv. Now 
consider the last term and take a polynomial p within 6 
from It on an interval containing the ranges of all gi' g; 
this last term will then be ;s 26 2 + 26 (constant bound) + 
(pogj - pof.{) 2; making <5 small, choosing /J accordingly and 
noting that p01(j - pog is bounded by a constant times 
gj - g we see that for every i we have limj J (f,Olfj-­
.!,og)2dJi = 0, which completes the proof. 

III. IMBEDDING IN A MACKEY SYSTEM 

A. Idempotents in a distributive system 

We shall first study in this section the properties of 
idempotent elements in a distributive system satisfying 
Axioms 1-6 and then apply this knowledge to the com­
pletion of a Segal system. 
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First note that the natural order of:J( (given by the cone 
of all squares) is inherited by the set J3 of all idem­
potents, and that 0 and I are the smallest and largest elements 
of J3. Also P E J3 implies [ - P ( J2 while the map 
P ---> P' = [- P is an involution for which P ~. I) implies 
l)'sP. 

TheorelJl 13: The sum of two idempotents is an 
idempotent iff it is :s I, iff their product is O. Also, for 
P, (-2 idempotents we have Q -- P an idempotent iff P -= (J; 
thus in particular P :s (-2' iff P' I) = 0, 

Proof: Let p2 = P, 41 2 == 41,R = J1 + (J. '( == J1 ~-- (~. 
By distributivity we have 2(P' I)) = (P + 1))4_ P- 41 
and (J1 - (2 )2 = I~ + I) - 2(P' (1) so that 1 ~ == R' (21 - fl) 
or (J - R)2 = [- T2. Now suppose that Tf :.' I, so that 
(I - T2)1/2 = [- R; then we obtain J1 == 1/R -+ 1/ = 
~[f+ 7 - (J- T2)1/21 and (-2 = ~[R- 1'1 = ~ll 'f~­
(I~_1'2)l/2]. Idempotency of P now yields 'f' (I- 1'2)J/2 
= 0 which means that the spectrum of l' is contained in 
the set {O, -1, I}; since R = f - - (I -~ 1 6 ) J 12 the spectrum 
of R is contained in {O, 1 J which means that R is an 
idempotent. 

The converse is clear, since for R idempotent we 
have 1- R also, hence 1 -- T? ::::c 0, or R ',: I. Equally 
obvious is the condition p. Q = O. 

Now for the second part note that (J.. P positive is 
implied by idempotency; so suppose (J ?,' P so that the 
sum of the idempotents 1 - (2, P is :<. [, hence [. (~ j l' 
is an idempotent and Q _. 1) == 1 ~~ ([- IJ + P) is also. 

Theorem 14: For any finite set of idempotents 1', 
which are pairwise disjoint (either in the sense Pi:" Pj 
or Pi . p. =:; 0 for i '" j) their sum is an idempotent and 
is also their supremum. 

Proof: Let P == L> P, so that P P for all i; 
distributivity of course' dnpl'ies that P is an idempotent, 
so let R ::::c P, be an idempotent. Then we have that 
1 ~- R has product zero with each P" hence the sum 
1 -- T? + P will be an idempotent; this means f··· If + 
J1 :'c.c [ or P :c.: R . 

So we have established that the set of all idempotents 
forms in a natural wayan orthomodular logic. 

B. The imbedding theorem 

We shall now study the logic of idempotents of the 
completion of a distributive Segal system ~( . This 
completion it will contain a large supply of idempotents 
due to the action of characteristic functions. 

Theorem 15: In the set ~ of idempotents of it, any 
family (1) of pairwise disjoint idempotents admits a 
supremum 1'; furthermore, for any state liZ of '!( we 
have I//(P) = 'E1I1(P .). 

) ) 

Proof: Consider the set K of <~ll finite subsets of 
he given index set, partially order it by inclusion. and 

construct the net I? ~) (J k' where for icc= {)1' h' ... ,)" i 
we set (J k == E P . Evidently k l' k.) implies ,1I(,h ) . 

r J y ~ '1 

'"(~k) S 1, and hence lim k"1(l)k) exists; call it II. Now 

( ~k -- Q
k 

)2 == I)k + (~k - 2(~k • (-2,. and we see that 
1 2 1 :2 1 '2 

Q"l' (-2 k" = (/k,rll:: by the distributive law; hence, for 

k I • k2 ~ .!l we also have k1 (1 ,,:!, == Ie and thus 
nz[«2

k, 
.. - (2 k )21 converges to (( + Il~ 2(1 == O. Since

A 

II (~kll == 1, we have by Theorem 11 an element P' ~( 
with lim k '-2 k = P. As all (/11 are idempotents. so is P. To 
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show that P is the supremum of the P., suppose that for 
some idempotent R we have P j ::::: R (all j); then we also 
have Q" ::::: R for all k, and R -'Ii" is an idempotent; , 
hence R - P = limk(R - Qk) will be an idempotent, WhICh 
implies R 2: p, On the other hand, P - P j = limk 
(Qk - }J); since for k 2: j we have Qk 2: p. we obtain 
p - p. an idempotent and thus P 2: Pi' For the last 
part n6te that m(P) = lim km(Qk)' m(Qk) = 6rm(Pj), or 
m(P) = 6 j /Il(P). 

Recall that, given a a-logic £, we define an observable 
based on..c as a a-homorphism u from the Borel sets 
of the line to elements of £'; a Borel function! acts on 
such an observable by composition fu = u Df- 1. 

Theorem 16: For X E it define Ux as E -> xe(X); 
then It x is a bounded observable based on £, the map 
X -,' II X is 1: 1 onto the set of all bounded observables 
and commutes with the action of locally bounded Borel 
functions; finally for each state m of I,l( we have m(jX) = 
jJdl1 where qx = mDllx and is thus the probabil-:IX, m' .m 
ity distribution of X in the state m. 

Proof: By Theorem 12 and the previous theorem 
we see that Ux is indeed a a-homomorphism. Now par­
tition the interval J = [-II xii, II XII] into sufficiently 
small subintervals J k so that on J we have I j - .0kXkXJkl < 
E for any x k _ J k (where j is the identity function). Then 
:ve o?tain th~t IIX-6kXkUX(Jt,.)II::::: E,W~iCh,Of cou~se 
ImplIes that If II x = u}, then I X - yll - E, l.e., X - Y. 
So our map is 1: 1. Now to show that this map is onto, 
consider any bounded observable It based on ..c; suppose 
that u(E) = 0 for E disjoint from the interval (-a, a). 
Take as above step functions J;, converging uniformly 
to the identity function j on [-a, a], j~ = 6ja",XJ' and 
set X" =6,an ,u(J,) E. 01; note that Ilx)1 co: a. Si~ce 
Ilx" -xkl'::c. sup {1/,,(x)-!k(x)l:x E [-a,a]}->O,we 
have for each state III of ~(that m[(X" -Xk)2]-> O;let 
X = lim".X". We shall show that II = l/X and thus estab­
lish that our map is onto. Since both SIdes are a-homo­
morphisms, it suffices to show u(J) = It x(J) for all open 
inte~vals J c::_ [---(I, ~l]. Consider cOJ?tin~ous gk .vanishing 
outsIde J. nonnegatIve and convergmg mcreasmgly to 
Xr For any finite measure i1 we have .f (gk - XJ) 2di1->0, 
hence II x(J) -:= limk l{k( X). On the other hand, we have 
i[,,(X) = limli!;,,(X,,) so that i1J..J) - Il x (J) = limk lim" 
[u(J) - gk(X)], Now Xli = L;j([,tiu(,J,,) and by a poly­
nomial approximation we have gk (Xn) = 6,g(ani )u(Jni ,-I J) 
since .~k vanishes outside J = U ~(Jni I , J). So we end up 
with the relation [u(,J) - ux(J)]- = lim k lim" 
6, [1 -- ~k(Il,)FII(,J,,, II J). FOl' any state m of~1 we there­
fore have m[(l/(J) - IIx(J»21 =: lim k lim" .0, 
[1 - i[ (a)j2IJ(J . II J), where i1 = mDu. The limit over 
Ii will '~r~duce .C (1 - ~-k)2Ji1 ,md since the limit of this 
over /.i is 0 (as above) we obtain from Lemma 5 that 
lI(J) = ux(J). 

To correlate the action of! we calculate: uj x(E) = 
XEUX) = (XEo!)X = XC1EX = ux(r1E) = (ux of- 1)E. 
The relation /IIUX) = )("11 x. m follows at once by an 
arg'ument similar to that at the very beginning of the 
proof. 

IV. EXAMPLES AND CONCLUDING REMARKS 
A. Examples 

We present the following two examples of "complete" 
Segal systems. In the first all hypotheses are satisfied 
but the system is far from being close to a C*-algebra, 
as it is reflexive as a Banach space. The second is not 
distributive, but is still imbeddable in a Mackey system; 
thus distributively is not necessary. Perhaps the most 
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interesting fact about these systems is that they produce 
isomorphic logics, so that in general a Segal system is 
not determined by its idempotents. 

First example: Let JC be a Hilbert space with inner 
product < I) and ~( the set <R x JC, where (R is the reals 
with the product vector space structure. We define 
(t,x)2 to be (12 + Ilx112, 2tx) and II (l,x)1I to be It I + Ilxll. 
It follows that (l,x)'(s,y) = (Is + <xly), ty + sx) so that 
it is distributive with identity [ = (1,0). The states are 
in a 1: 1 correspondence with the vectors y of the unit 
ball in JC, the state determined by y being (t, x) -> 
t + (x 1 y). Thus strong convergence is equivalent to 
convergence in the norm, which implies that axio~ 7* is 
satisfied while 9( is ~( itself. The idempotents in ~l are 
easily seen to have the form 0, [ or (t, x) where IIxll = t; 
also, the only order relations that hold are of the form 
o ::::: P ::::: [ for any idempotent P. Finally, every element 
(I, x) = (t - II x!1 )(1,0) + 211 x II 0, x/211 xii) for x ,r. 0 or 
/(1,0) so that every element is a linear function of some 
idempotent. 

Second example: Although the construction carries 
over to any finite dimension we consider a three-dimen­
sional case. Let ~(= (R3 and define (x,y,z)2 to be 
(2xz, 2yz, x 2 + y2 + z2 + 21xy I), II(x, y, z)11 to be Ix I + 
1 y I + I z I. The product is not distributive because of the 
presence of the absolute value in the third component of 
the square; the identity is (0,0, 1). Because of the finite 
dimension of 91 Axiom 7* holds here, although, of course, 
it is largely irrelevant. The idempotents of the system 
have the form 0, I, or (~, y, z) with Iy I + I z I = ~. Again 
the only order relations are the trivial ones, and every 
element is a linear function of some idempotent. 

In either case the logic ..c is the union of four-element 
Boolean algebras with common 0 and [ ; thus if the num­
ber of nontrivial idempotents in the two systems is the 
same, the logics will be isomorphic; this can be guar;m­
teed by taking the dimension of the Hilbert space in the 
first example low enough. Finally note that there are 
states of the logic which are not Segal states of the given 
system. 

B. Remarks 

There are several questions that arise in the present 
context. Here are some 

1. Can the same conclusion be obtained with weak­
er hypotheses? What exactly is the role of the distribu­
tive law? 

2. What further properties does the derived logic 
have? Is it full? Is it a lattice? 

3. Is it possible to define a sum for the bounded 
observables based on a logic constructed by this 
process? 

4. What kind of Segal systems can be recaptured 
from their idempotents ? 
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APPENDIX A: CONVERSION OF ITERATED LIMITS 

We collect here for the reader's convenience a few 
facts about iterated limits, which we use repeatedly 
in our arguments. Most of what follows can be found in 
Ref. 21. 
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A set [ is directed by a relation §, if ::; is transitive 
and for i', iff E: I there exists an i E: I with I', iN ~ i. A 
net is a map from a directed set I. to some set S. Let [ 
be directed by 5 and, for each i E: I, let Jibe directed 
by some relation which we shall again write as :§ (no 
confusion seems likely). Write J for the cartesian 
product XiE1Ji, and for f, K E: J define f 5 'f to mean 
j(i) 5 g(i) for each i E: I ("product order" on J); 
finally, let K = I x J and impose the produce order on 
K, so that it will become directed. For k E: K, we have 
k = (i,f); write ik for the first member of the pair and 
jk for the element f(i,) of J ik • 

Now let S be a regular Hausdorff topological space, 
and Sij E: S for each i E: I and j E: J,. 

Theorem: Suppose that limj S;j := Si exists for each 
i E: I; them limis i exists iff limksik • jk exists, in which 
case they are equal. 

Proof: The implication from lim; lim ,s;' to 
limks . is established in Ref. 21. We shah ~how the 
conv~}i:iJ. Let S be the limit of (SI j)' take a neighbor­
hood U of S and by regularity choo"s'la closed neighbor­
hood V of S contained in U. There is a ko E: K such that 
if k 2> ko, then Si j (C V. Write k = (i,f), ko = (io,fo) to 

k, k 

obtain i 2> io and J(i') 2> foWl for all i' E: l. Consider an 
i1 2> io; we shall show that Si E: U. Given j 2> fo(i1) 
(j E: J, ) we construct an f E: 'J by f(i 1) := j and f{i) = fo(i) 
for all'other i; thus I 2> 10 , which means that (it,f) 2> 

(io,fo) so that sij.h E: V. In other words, j 2> f o(i1) im­

plies Sij ,j E: V and since V is closed we must have 
its limit in V, Le.,s; E: V h U, So given U we have an 

. ! 
index io for which i 2> io implies Si E: U. 

APPENDIX B: CASE OF C* -> ALGEBRAS 

Let ~l be an abstract C* -algebra. By the representa­
tion theorem of Gelfand it is isomorphic and isometric 
to an algebra of operators on a Hilbert space so that 
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every state of III has the form A --; <Au I u) for some unit 
vector u (Ref. 22). Now let (A i) be a bounded net in '»1 
and suppose that it is bs-Cauchy, i.e., (A, _A;)2u l u;"'7 0 
for all vectors u. This means that the net (Aiu) is norm­
Cauchy in the Hilbert space; let Au be its limit. Evident­
ly A is a linear transformation and II Aull 5 lim sup 
II Aiull 5 Mil ull since the net (A) is bounded. Bya 
theorem of Kaplansky (Ref. 23) we then have AT --; AZ in 
the strong operator topology, so that in particular 
II (AT - A~)ull --; 0, or m[(AT - A~)Z] --; O. Thus Axiom 7* 
holds for the Segal system of sell-adjoint elements of a 
C*-algebra. The above argument also shows that in 
this case the completion of \l[ can be identified with a 
system of operators. 
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Erratum: Application of infinite order perturbation theory in 
linear systems. II [J. Math. Phys. 15, 947 (1974)] 

Shi-yu Wu 

Department of Physics, University of Louisville, Louisville, Kentucky 40208 
(Received 13 September 1974) 

Equation (6) should read as follows: 

Erratum: On analytic nonlocal potentials. I. A forward dispersion 
relation [J. Math. Phys. 14,1141 (1973)] 

Te Hai Yao 

Mathematics Department, Bedford College, Regent's Park, London NW 1, Eng/and 
(Received 30 August 1974) 

Formula (3.10) should read 

lim] dx'p(iK;X,X', cosv, cos8')=0. (3.10) 
R~ao C 3 
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